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Preface

This report was written with three audiences in mind: specialists in com-

puter security who wonder how their �eld came to be as it is, computer

professionals mostly unacquainted with computer security who wonder what

it's about and how it came to be, and historians of technology who won-

der what kind of technology is involved in computer security and whether

enough information about the area can be gathered to form the basis for a

well grounded historical study.

Attempting to make the report intelligible to all three audiences, I have

sometimes explained things for the bene�t of one of the audiences (e.g., for

the bene�t of historians of technology, notes explain what the integers are

and what the assignment operator does) at the risk of boring or irritating

members of the other two. I have tried to spread this kind of thing around

pretty evenly (historians of technology need no explanation of who Clio is,

but one is included at the beginning section 19 for the possible bene�t of the

other two intended audiences), and I hope readers will not be much bothered

by it. The aim of being informative to as many as possible is worthwhile,

and, really, it costs the reader little to skip material that explains things

already known.

I alone am responsible for the factual accuracy, interpretive soundness,

and clarity and style of what follows, and am to blame for whatever de�-

ciencies the report may exhibit in respect of these qualities.

Garrel Pottinger

Ithaca, New York
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1 Introduction

The Orange Book (o�cially, Department of Defense Trusted Computer Sys-

tem Evaluation Criteria, DOD 5200.28-STD) de�nes a hierarchy of security

classes for computer systems. The hierarchy has seven levels | D, C1, C2,

B1, B2, B3, A1, listed in order of increasing security. Beginning with class

B2, some of the requirements used in de�ning assurance for the hierarchy

of security classes mandate that the system design and/or speci�cation be

proved to have certain speci�ed properties, and these proof requirements

become increasingly stringent in passing from level B2 through level B3 to

level A1.

This report addresses three main questions, focusing in each case on

issues related to proof requirements. The questions are:

(1) Origins { Why and how was the Orange Book written?

(2) Implementation { What kinds of ambiguities and vagueness associated

with the requirements de�ning assurance for the hierarchy of security

classes came to light when producers of computer systems tried to

build systems meeting these requirements, and how were ambiguities

and vagueness resolved?

(3) Implications { What implications do the answers to questions (1) and

(2) have for future attempts to specify assurance for computer systems

and evaluate them according to the resulting criteria?

The report is based on a combination of documentary evidence and inter-

views with persons involved in the processes mentioned in (1) and (2).

Although the report is focused on issues that arise from imposing highly

technical and esoteric requirements on computer system development, the

actions and interactions of a great variety of people and institutions have

in
uenced the course of events discussed in what follows: technical special-

ists in logic and computer science, business executives, librarians, members

of the defense and intelligence communities, the American Civil Liberties

Union (ACLU), the United States Congress, and those involved in making

high level policy in the Executive Branch of the Federal Government. The

discussion raises questions that require answers based on a correspondingly

diverse range of knowledge and expertise.
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1.1 General Impressions

The breadth of the range of persons, institutions, and issues mentioned in

the preceding paragraph suggests that computer security is a di�cult sub-

ject. Furthermore, one would not expect, say, the defense and intelligence

communities to interact amicably with the American Civil Liberties Union.

In many cases, the duties of members of the defense and intelligence com-

munities require them to proceed on the basis of the authoritarian rule that

everything not explicitly permitted, including access to and dissemination of

information, is forbidden. In contrast with this, the ACLU is generally com-

mitted to the libertarian principle that everything not explicitly forbidden

is permitted and speci�cally committed to defending rights the exercise of

which, according to the Constitution of the United States, may not be for-

bidden. The presence of such inherent con
icts between parties to disputes

involved in deciding what to do about computer security problems suggests

that, besides being di�cult to understand, these disputes are likely to be

heated.

Both suggestions are correct, and some of the reasons for this are clear

from the example of the preceding paragraph and similar cases considered

below. The following two subsubsections argue that, in addition, the di�-

culty of understanding computer security and the heat involved in discus-

sions of the subject arise, in part, from essential features of the technical

enterprise of mechanized computation.

1.1.1 Heterogeneous Complexity

It is commonplace to say that computers and computing are hard to un-

derstand and deal with because they are complex.1 This, no doubt, is true.

But it is not very informative, unless something is said about the kind of

complexity involved | after all, in common speech, to say that something

is complex is nearly synonymous with saying that it is hard to understand

and deal with. Absent an account of the kind of complexity to which the

di�culty of understanding and dealing with computers and computing is at-

tributed, saying that the di�culty arises because computers and computing

are complex is uncomfortably like saying that opium causes sleep because it

has a dormative potency.

Two kinds of complexity involved in dealing with computers and com-

puting and their e�ect on our understanding of computational issues have
a

1
E. g., [Sha90, passim.].
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been well speci�ed and scienti�cally studied: complexity due to the enor-

mous number of possibilities that arise for combinatorial reasons in many

common well de�ned problem solving situations [NS72] and complexity in-

volved in hierarchical systems composed, ultimately, from elements that are,

in themselves, very simple [Sim81].

But there is another kind of complexity that bears on the di�culty of

understanding and dealing with computers and computing that seems quite

di�erent from the kinds of complexity mentioned in the preceding paragraph

| to understand mechanized computation we must avail ourselves of infor-

mation drawn from an extraordinarily broad range of disciplines, and, in

fact, the range is so broad that no single person can encompass all that is

necessary. In what follows, I will call this kind of complexity \heterogeneous

complexity".

Heterogeneous complexity manifests itself, to begin with, in the technical

enterprise of computer system design, construction, and operation. The

technical base of this enterprise rests on information drawn from, at least,

the following �elds: electrical, electronic, optical, and systems engineering;

various branches of mathematics, including combinatorics, computational

complexity theory, algebra, automata theory, and numerical analysis; logic;

linguistics; psychology; and ergonomics.

Since heterogeneous complexity is an inherent feature of the technical

enterprise of computer system design, construction, and operation, the en-

terprise is essentially social | the Lone Ranger need not apply. Further-

more, due to the quite di�erent viewpoints represented by the participants

in the enterprise, communication among them is often di�cult. In e�ect, the

same factors that require cooperation and communication also make them

di�cult.

So far, discussion of heterogeneous complexity has been con�ned to the

technical enterprise of mechanized computation. But, in general, the dis-

cussion cannot be so con�ned, and, certainly, it cannot be so con�ned in

considering computer security, as the sequel makes abundantly clear. Con-

sequently, understanding issues of computer security requires drawing on

the resources of an even wider range of disciplines than those suggested by

the list given two paragraphs above. In turn, this requires achieving cooper-

ation and communication among persons with even more diverse viewpoints

than those involved in the technical enterprise of dealing with computers

and computation. The result of all this is that the same factors that require

cooperation and communication make them very di�cult indeed.
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1.1.2 Forced Choices

It is not uncommon for technical disputes about mechanized computation to

become heated. The preceding discussion of heterogeneous complexity fur-

nishes a partial explanation of this fact | participants in such disputes often

approach the issues from quite di�erent points of view, and, consequently,

misunderstand and talk past each other. But this cannot be a complete

explanation of the sometimes heated character of technical disputes about

computers and computation, because such disputes often involve people with

very similar overall viewpoints. To non-disputants, at least, the issues may

appear to be about matters of detail, but, clearly, the details matter to the

disputants.

In fact, the details do matter. In such technical discussions, details

may be, and often are, enough to distinguish di�erent programs of research

and development, and people become passionate in arguing for programs of

research and development that they favor and against those that they do

not.

When someone competent to understand the technical issues sits down

in a cool hour to re
ect on the merits of the competing positions, the ra-

tional conclusion often is that there are no conclusive reasons for singling

out any of the approaches under consideration as being better than the oth-

ers. But technical practitioners do not indulge in this kind of re
ection very

often, for two reasons. First, pursuing a program of research and develop-

ment, which is an integral part of being a technical practitioner, requires

commitment, and commitment involves passion. Second, it is not feasible to

let a hundred 
owers bloom here.2 Programs of computational research and

development require large resources, and resources are limited. Often, an

approach must be singled out, even if the choice cannot be determined fully

by rational consideration of the competing alternatives. Clearly, arguments

about economically forced choices involving people passionately committed

to di�erent alternatives are not likely to be calm and measured a�airs.

Forced choices are an inevitable feature of dealing with computer se-

curity, because deciding very large questions about research and develop-

ment policy is an essential part of planning ways to deal with the problems

involved. It will become clear as the discussion proceeds that computer

security problems arise because of a need to share information processing
a

2And elsewhere. For example, such an approach is infeasible in research and devel-

opment e�orts aimed at producing particle accelerators of great power, passenger rail

systems, and systems for use in the space program.
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resources among users of very di�erent degrees of trustworthiness. No piece-

meal approach to dealing with a such a situation can succeed, and the heat

arising in technical discussions involving the forced choices required by gen-

eral approaches adds itself to that generated by con
icts of principle and

other con
icts to be described in what follows.

Another feature of technical discussions driven by forced choices is worth

noting. Of necessity, such discussions are partisan, and believing what one

is arguing for is a wonderful help in such cases. Commitment to a program

of research and development tends, in itself, to foster belief in the supe-

riority of that program over competing alternatives. If one is technically

competent and articulate, belief is likely to enhance one's e�ectiveness in

argument, which, in turn reinforces the belief, thereby leading to further

enhancement of e�ectiveness in argument, a further strengthening of belief,

greater e�ectiveness in argument, and so on. This kind of feedback process

can lead a technical community to prefer a program of research and develop-

ment over its competitors and to see the choice as being determined by the

merits of the competing programs in cases where dispassionate re
ection on

the evidence adduced in support of the community's preference leads to the

conclusion that it is insu�cient to warrant the choice.

Depending on whether a program chosen due to the sort of process just

described succeeds, in hindsight its proponents may appear to have been

either insightful or disingenuous. If the program succeeds, the reaction may

be something like \Remarkable that they were so persistent and forceful;

they must have realized the weakness of their position!", and if not, it may

run along the lines \Deplorable that they persisted so; they sold the other

parties to the discussion a bill of goods!" But if, in fact, the course of a

discussion driven by a forced choice is determined by the sort of process

described in the preceding paragraph, the proper conclusion is that the ap-

pearance of foreknowledge or chicanery, as the case may be, is an illusion.

Feedback, rather than foresight, drives the process, and it needs no assis-

tance from knavery to determine the outcome. This point must be borne in

mind in thinking about the events discussed below.

1.2 Aims and Limitations

Due to constraints on available support, the aims of the research e�ort that

resulted in writing this document were limited to producing a report that

would be informative and accurate in itself and would also furnish a sound

basis for further research devoted to the topics discussed here. A number of
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ways in which the research done so far could, and should, be extended are

mentioned in the body of the document.

1.3 Structure of the Report

Section 2, the remaining section of part I, provides an overview of the events

discussed in parts II{IV. Part II lays out the technical context in which the

Orange Book was written. Part III describes the writing of the Orange

Book, and Part IV discusses what happened when it was used and draws

out some of the implications of the events involved.

Part V discusses how well some of the models currently used by historians

of technology �t the course of events described and analyzed in parts I{IV.

Part VI contains appendices and the report's references.

2 Overview

Subsection 2.1 is a narrative outline of the events of central concern in this

document. Subsection 2.2 is a 
ashback that �lls in the context of high level

policy and politics within which the events of central concern occurred, and

subsection 2.3 rounds o� the overview by brie
y discussing recent trends

related to the events recounted in subsections 2.1 and 2.2.

2.1 Narrative, 1961{1983

It was observed in subsubsection 1.1.2 that computer security problems arise

because of a need to share information processing resources among users of

very di�erent degrees of trustworthiness. Section 3 describes how this sort

of resource sharing �rst became a prominent possibility through the intro-

duction of time-sharing operating systems, and section 4 discusses how the

security problem posed by sharing computational resources in the context of

time-sharing operating systems | the classical computer security problem3

| came to be recognized by the United States defense community.

Crudely put, the classical computer security problem amounts to saying

\How can you allow users who should be able to get at sensitive information

that's in a computer system to do it, while preventing users who shouldn't

from doing it too?" This is a hard question, because answering it requires

solving a combination of thorny technical and conceptual problems.
a

3
The terminology is drawn from [L

+
80, p. 8-25].
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An operating system is a collection of software that controls the resources

of a computer system and provides users and programs access to those re-

sources. Solving the classical computer security problem requires �guring

out how to build appropriate operating systems, building them, and pro-

viding evidence that the resulting systems, in fact, behave as they should.

Since an operating system is a collection of software, it is clear that prospects

for solving the classical computer security problem cannot be better than

prospects for making intelligible, reliable software and showing that there is

good reason to think it reliable.

As we shall see in section 5, at approximately the same time the classical

computer security problem was recognized by the defense community, the

computer community at large became acutely conscious that prospects for

making intelligible, reliable software and providing reasonable assurance of

its reliability were very dim, given the software development techniques that

were then known and used. This situation was dubbed the \software crisis",

and the need to devise techniques for dealing with it was keenly felt by

computer professionals and sophisticated computer users. Embryonic forms

of techniques intended for this purpose were soon forthcoming. Two such

techniques had an extremely strong in
uence on planning approaches to

handling the classical computer security problem| program veri�cation and

structured programming. Sections 6 and 7 recount aspects of the origins of

these techniques that are particularly relevant to the purposes of this report.

Program veri�cation and structured programming promised to help with

the general problem of making intelligible, reliable software and providing

reasonable assurance of its reliability, but, in themselves, they provided no

information about the speci�c problems of operating system design and con-

struction peculiar to the classical computer security problem. In order to

devise a plan for dealing with the classical computer security problem, it was

necessary to produce a precise doctrine about what features an operating

system should have in order to provide information to users entitled to it,

while denying information to users who were not. Beyond this, given the

necessary doctrine, it was also necessary to invent techniques for designing

and building systems that would behave in accordance with the doctrine.

Sections 8 and 9 discuss the doctrine that was, in fact, produced by the

defense community pursuant to the need to plan a way of dealing with the

classical computer security problem, and part III includes information about

the associated design and implementation techniques and the initial period

of experimentation that provided evidence of their practical utility.
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The developments discussed so far can be dated as follows.

Time-sharing operating systems: The �rst experimental general

purpose time-sharing system had been built and demonstrated at MIT by

November 1961 [FC71, p. 79].

Classical computer security problem: Recognized during 1967{

1972. \In October 1967, a task force was assembled . . . to address computer

security safeguards that would protect classi�ed information in remote-

access, resource-sharing systems," [NCS85b, p. 1]. This resulted in [War70],

which is always cited in the Orange Book literature as the �rst report on

the classical computer security problem. See [War70, p. vii] for detailed

information on the origins of the report.

According to [Jel85, pp. 68{69], \1967 appears to be the year when com-

puter security began to receive some o�cial attention." The same passage

notes that, in addition to the United States Department of Defense (DoD),

the Central Intelligence Agency become concerned about computer security

at this time, and the Advanced Research Projects Agency \initiated funding

for the development of the ADEPT-50, the �rst recorded general purpose

operating system designed to implement DoD security policy." [War70] and

its origins are also discussed.

Understanding of the problems involved in providing adequate security

safeguards for computer systems was deepened and clari�ed by [And72].

Software crisis: Recognized during 1967{1968. The software crisis was

a major topic at the NATO conference on software technology planned in

1967 and held at Garmisch, Germany in 1969, [NR69]. See [Sha90, pp. 100{

103].

Program veri�cation: First in
uential papers 1967, 1969. [Flo67] is

the �rst consequential paper on the subject. [Hoa69] applies the ideas of

[Flo67] to program texts, rather than 
ow charts. The approach of [Hoa69]

has been very in
uential in subsequent work on program veri�cation.

Early work in the area | [GvN47] and [Tur49] | had no in
uence on

subsequent developments.4 In particular, neither [Flo67] nor [Hoa69] cites

either of [GvN47] and [Tur49].

Structured programming: Fundamental papers 1971, 1972. [Wir71]

and [Par72] are the seminal papers in the area. See [Sha90, pp. 111�.] for

discussion of the subsequent developments.

Doctrine: Developed during 1972{1973. The relevant publications are

[And72] and [BP74b]. [And72] is cited in [NCS85b, pp. 1 and 66]. [BP74b] is
a

4
I am indebted to Donald Good for these references.
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often cited as the other main source for the essential ideas (see, for example

[Nib79a], [Lan81], and [Sch89]), though [NCS85b, p. 66] refers, instead, to

the later [BP76]. See also [BP74a, BP75].

Techniques and Experimentation: Ideas developed during 1971{

1973.

According to [Jel85, p. II-73], the ideas did not originate with the panel

that produced [And72] | the Anderson panel, but \grew out of some earlier

work at ESD [Electronic Systems Division, Air Force Systems Command]

involving Roger R. Schell." On the other hand, [Wal80, �gure 1, p. 656] gives

1973 as the year of origin for security kernels, which are the fundamental

components of the design and implementation techniques that were devised.

Interview evidence resolves this apparent con
ict | the ideas did, in-

deed, grow out of Schell's work at ESD, which began in 1971 [Scha, p. 6],

and antedated the Anderson panel, but the �rst attempt to implement the

ideas, which took place at MITRE [Sch73], [Sch75], resulted from a recom-

mendation made by the Anderson panel [Sch93b, A202-224, A321{A332].

It is clear from [Wal80, p. 655] that [Wal80, �gure 1, p. 656] refers to

the MITRE security kernel implementation e�ort, which began a period of

experimentation that continued through 1976 [Wal80, pp. 655-656], [Jel85,

p. II-74].

By 1977, the time was ripe to formulate a systematic plan for dealing

with the classical computer security problem, and the United States Depart-

ment of Defense did so forthwith. The resulting DoD Computer Security

Initiative is discussed in section 10.

An important part of the plan laid out by the DoD Computer Security

Initiative was to produce a standard for rating computer systems with regard

to security and to establish an evaluation center that would rate computer

systems according to the standard and publish the results. Section 11 de-

scribes the process that led to deciding to locate the evaluation center at the

National Security Agency (NSA), and section 12 describes how this decision

led to the formation of the DoD Computer Security Evaluation Center and

discusses the Center's5 original charter. Section 13 discusses the writing of

the Orange Book, the standard used in the Center's evaluation of computer

systems. Section 14 is a guide to sections 15{18, which discuss four aspects

of processes and products associated with the creation of the Orange Book

and the activities of the Center that have been chosen for analysis in this
a

5
From now on, I will use the phrase \the Center" to refer to both the DoD Computer

Security Evaluation Center and its descendant the National Computer Security Center.
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report.

Dates for the developments described in the preceding two paragraphs

are the following.

DoD Computer Security Initiative: Started, 1977 [NCS85b, p. 1].

Manifesto, 1978| [L+80], described by [NCS85b, p. 1] as \a de�nitive paper

on the problems related to providing criteria for the evaluation of technical

computer security e�ectiveness." The description is correct, but there is

much more to [L+80] than a technical discussion of evaluation criteria, as

section 10 shows.

Locating the evaluation center: 1979{August 1980 [Jel85, pp. II-

78{II-81], [Wal93a]. The decisive event was a meeting between Stephen T.

Walker and Vice Admiral Bobby R. Inman, Director, NSA, that took place

on August 4, 1980.

Establishing the Center: September 1980{October 1982. [Jel85,

pp. II-81{85] recounts the astonishingly swift series of events leading from

the agreement reached by Walker and Inman on August 4, 1980 to the sign-

ing of the memorandum that established the Computer Security Evaluation

Center on January 2, 1981. [DoD82b], issued on October 25, 1982, provided

the Center with an o�cial charter.

Writing the Orange Book: 1978{1985. The technical discussion of

evaluation criteria in [L+80] is, in e�ect, the �rst stage in the writing of the

Orange Book, and [Nib79a] is the second, according to [Wal93a]. [CSE82]

is the �rst version of the �nal document produced by the Center. Revisions

led to [CSE83b] and then to [CSE83c], the �rst non-draft version of version

of the Orange Book issued by the Center. The changes made in moving

from [CSE83c] to [NCS85b] were minor.

Evaluating products: 1983{1993. Evaluations began in late 1982 or

early 1983 and were \pretty informal, at �rst," according to Bret Hartman

[Har93a]. According to [Bon93a], \evaluations" of a sort were taking place

prior to 1982. [Jel85, p. III-31], citing [CSE83a], notes that a formal eval-

uation was under way by April 15, 1983, prior to the issuance of [CSE83c].

Information about recent evaluations can be found in [NSA93a].

2.2 Flashback: High Policy and High Politics, November

1977{July 1990

The issues of policy and politics involved in the story outlined so far relate

primarily to events at or below the level of cabinet departments. The rele-

vant policy and political developments at the higher levels of the executive
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and legislative branches of the United States Government divide naturally

into three periods.

First period: November 1977{August 1984. The salient documents are

Presidential Directive 24 (PD 24) [PD77] and the Paperwork Reduction Act

of 1980 [Con80a].

PD 24 mandated a split in responsibility for security of U.S. government

communications [Jel85, p. II-52]. DoD's long-standing responsibility for

protecting communication of information related to national security was to

continue. But responsibility for protecting communication of \government-

derived unclassi�ed information (excluding that relating to national secu-

rity)" was assigned to the Department of Commerce (DoC), along with re-

sponsibility for \dealing with the commercial and private sector to enhance

their communications protection and privacy."6

Despite its innocuous title, the Paperwork Reduction Act of 1980 \can

certainly be interpreted as mandating a rather vigorous program in COM-

PUSEC [computer security] within the U.S. government" [Jel85, p. II-91],

with the O�ce of Management and Budget (OMB) having high-level re-

sponsibility for the program in question. In fact, the Act was so interpreted

by the General Accounting O�ce [Jel85, p. II-91] and others.7

Responsibility for computer security within DoD was shortly to be given

to NSA, with the Center having primary responsibility for the conduct of

NSA's program activities in the area [DoD82b]. Since the Paperwork Reduc-

tion Act of 1980 was interpreted as requiring a computer security program

for the government as a whole, and NSA's computer security activities were

con�ned to DoD, the e�ect of the Act was to split responsibility for com-

puter security along roughly the same lines as the split in responsibility for

communication security instituted by PD 24. But there was a signi�cant

di�erence | PD 24 at least assigned responsibility for non-DoD communi-

cation security to a de�nite cabinet department, DoC, but no assignment of

responsibility for non-DoD computer security at a similar level was estab-

lished by the Paperwork Reduction Act of 1980.

As events unfolded in the period currently under discussion, the orga-

nization formed by DoC to discharge its responsibility for communication

security, the National Telecommunications and Information Administration,

proved to be unsuccessful and short-lived [Jel85, pp II-55{II-66], and no
a

6
The quotations are as given in [Jel85, p. II-52] and are from from [PD77, p. 4].

7
\Security guidance for Federal automated information systems is provided by the

O�ce of Management and Budget," [CSE83c, p. 70] and [NCS85b, p. 72].
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organization was charged with actually doing something about non-DoD

computer security. Not to put too �ne a point on it, the result was that,

although DoD needs were being seen to, by 1984 the overall situation of the

U.S. government, as regards both communication security and computer

security, was a mess [Jel85, chapter 7].

Second period: September 1984{December 1987. The point of Na-

tional Security Decision Directive 145 (NSDD 145) [NSD84] and National

Telecommunications and Information Systems Security Policy 2 (NTISSP 2,

the Poindexter memorandum) [SSS86] was to do something about the mess.

NSDD 145 uni�ed high-level responsibility for communication security

and computer security by forming the National Telecommunications and In-

formation Systems Security Committee (NTISSC) to formulate operational

policy for both. Top-level responsibility for carrying out policies formu-

lated by NTISSC was assigned to the Secretary of Defense, acting in the

newly created capacity of Executive Agent of the Government for Telecom-

munications and Information Systems Security. In turn, the Director, NSA,

was designated National Manager for Telecommunications Security and Au-

tomated Information Systems Security, and was given broad powers to act

under the authority of the Secretary of Defense in prosecuting NTISSC poli-

cies. A Systems Security Steering Group was also instituted to have general

oversight of the structure so far described and to inform the President about

its performance via the National Security Council.

One positive e�ect of this structure was to give NSA full scope to apply

its technical capabilities to the general problem of seeing to communication

and computer security throughout the government. But the Agency8 needed

guidance as to how those capabilities were to be employed | in particular,

the kinds of information that were to be protected had to be de�ned, and

it had to be determined who would apply the de�nition to the individual

communication systems over which information was transmitted and the in-

dividual computer systems in which information resided and was processed.

The job of NTISSP 2 was to spell this out. In particular, the job of NTISSP

2 was to spell it out for \sensitive, but unclassi�ed information", as the

document's title indicates [SSS86].

\Sensitive, but unclassi�ed information" was de�ned by NTISSP 2 as

follows [Rep87a, p. 39]:

Sensitive, but unclassi�ed information is information the dis-

closure, loss, misuse, alteration, or destruction of which could
a

8
From now on, I will use the phrase \the Agency" to refer to NSA.
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adversely a�ect national security or other Federal Government

interests. National security interests are those unclassi�ed mat-

ters that relate to the national defense or the foreign relations

of the U.S. Government. Other government interests are those

related, but not limited to the the wide range of government

or government-derived economic, human, �nancial, industrial,

agricultural, technological, and law enforcement information, as

well as the privacy or con�dentiality of personal or commercial

proprietary information provided to the U.S. Government by its

citizens.

Responsibility for applying this de�nition was assigned to the heads of the

government's various departments and agencies [ibid.]:

This policy assigns to the heads of the Federal Government

Departments and Agencies the responsibility to determine what

information is sensitive, but unclassi�ed and to provide systems

protection of such information which is stored on telecommuni-

cations and automated information systems.

And the following duties were assigned to the Director, NSA, acting in the

new capacity created by NSDD 145 [Rep87a, p. 40]:

The National Manager shall, when requested, assist the Fed-

eral Government Departments and Agencies to assess the threat

to and vulnerability of targeted systems, to identify and docu-

ment their telecommunications and automated information sys-

tems and protection needs, and to develop the necessary security

architectures.

Falling between the institution by NSDD 145 of changes in NSA's overall

role in the Government and the signing of NTISSP 2 were some changes in

NSA's internal structure. In December 1985 the Agency's computer security

and communication security programs were \merged . . . into an integrated

organization called Information Security" [NSA86], and, concomitantly, the

DoD Computer Security Evaluation Center became the National Computer

Security Center.

These changes harmonized NSA's internal structure with its expanded

external role and gave the Center a more imposing name, but they entailed

retreating from one of the basic principles agreed to by Walker and Inman

when the Center was formed, namely, that it should be independent of the
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Agency's communication security program [Wal93a], [Jel85, pp. II-81{II-83].

Nevertheless, pace Walker and Inman, NSDD 145's uni�cation of computer

security and communication security under the policy and administrative

structure the Directive brought into being led directly to corresponding

changes in NSA's structure [NSA86]:

The responsibilities of the new organization [Information Se-

curity] are being broadened under the auspices of National Se-

curity Decision Directive 145 to include all computer security

and communication security for the Federal Government and

private industry, including the protection of classi�ed informa-

tion; unclassi�ed, national security sensitive information; and

non-national security sensitive information. This broadening of

responsibility was requested by the Department of Treasury and

approved on December 20th [1985] at a meeting of the [Systems]

Security Steering Group that was organized under NSDD 145.

Organizational changes at NSA weren't the sort of stu� of which national

political issues are made, but the changes in top level Government policy

and structure that brought them about were. NSDD 145 itself caused polit-

ical rumblings. Congressman Jack Brooks, for example, reacted as follows

[Bro85]:

I believe that NSDD 145 is one of the most ill-advised and

potentially troublesome directives ever issued by a President.

The addition of NTISSP 2, together with visits to libraries and �rms provid-

ing database services by various Federal agents acting pursuant to and/or

concurrently with implementation of NSDD 145 and NTISSP 2 [Rep87b,

Rep87a], produced a full-blown Congressional tempest that swept away

NTISSP 2 just four and one half months after its issuance [Car87a], shook

the administrative structure instituted by NSDD 145 [Car87b], and left a

new piece of legislation in its wake.

Third period: January 1988{July 1990. The Computer Security Act of

1987 [Con88] assigned to the National Bureau of Standards (NBS) | sub-

sequently the National Institute of Standards and Technology (NIST) |

responsibility for producing computer security standards and guidelines ap-

plicable to Federal computer systems other than those that handle classi�ed

information. The Act let stand NSA's responsibility for the corresponding

functions regarding Federal computer systems that process classi�ed infor-

mation and mandated close cooperation and resource sharing between the
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two agencies. Although the Act does not explicitly mention communication

security, it is interpreted as providing for a similar cooperative division of

responsibility in that area [Rep92, p. 3].

To promulgate a law is one thing, to obtain compliance another. Ob-

taining compliance with the Computer Security Act of 1987 involved seeing

to it that the planning, training, and standards making activities required

by the Act proceeded satisfactorily, on the one hand, and making sure that

NSDD 145 was revised to bring Executive Branch policies into line with the

Act's provisions, on the other. Congress kept close watch on both aspects

of the compliance problem [Rep89, Rep90, Rep91, Rep92].

Harmonization of Executive Branch policy with the Computer Security

Act of 1987 was achieved by the signing on July 5, 1990 of a National Se-

curity Policy Directive that removed the features of the policy instituted by

NSDD 145 that were inconsistent with the Act's provisions [Rep90, p. 61],

[SPD90], [Dan90a]. Simultaneously, NSA's internal structure was again al-

tered [Dan90c, Dan90b] by fully integrating the computer security and com-

munication security aspects of the Agency's Information Security organiza-

tion, thereby completing the the process begun in the 1985 reorganization

and moving the Center still further from the form originally intended by

Walker and Inman.

2.3 Recent Trends

Viewed historically, consideration of what happened after July 1990 brings

the overview given in this section to current events. The remainder of the

section brie
y discusses recent trends.

In the short term, the e�ect on computer security of the Computer Secu-

rity Act of 1987 was probably negative. But the Act made excellent political

sense, in the deepest sense of the word \politics" | the principle that civil-

ian authorities control the military, and not the other way around, is so

deeply established in American law, beginning with the Constitution, and

in American political tradition that the scheme embodied in NSDD 145 and

NTISSP 2 was almost certain to fall apart eventually. Very likely, sooner

was better than later would have been.

Be that as it may, reports of the Center's death [Dan90c, Dan90b] turned

out to be greatly exaggerated | its structure may have been hidden almost

completely by NSA's traditional mantle of secrecy, but, as far as function

is concerned, the Center seemingly just keeps rolling along, chthonian, per-

haps, but enduring. (See sections 15 and 16.)
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The cooperation between NSA and NIST mandated by the Computer

Security Act of 1987 has been su�ciently vigorous to produce the draft Fed-

eral Criteria for Information Technology Security [NIS92a, NIS92b]. And

there is more cooperation to come, much more, and not just between the

Agency and NIST [NIS93, pp. 507-508]:

The United States, Canada, and the European Community have

agreed to work together to develop the Common Criteria (CC)

which will harmonize all the existing criteria. This e�ort is ex-

pected to begin in early fall of 1993 and be completed in the

spring of 1994.[!] Speci�c inputs include: 1) the Information

Technology Security Evaluation Criteria (ITSEC)9 and the ex-

perience gained to date with ITSEC in the form of suggested im-

provements; 2) the Canadian Trusted Computer Product Eval-

uation Criteria (CTCPEC);10 [3)] the draft Federal Criteria for

Information Technology (FC) and the comments received on the

draft FC document, including the results of the FC invitational

workshop; and 4) the Trusted Computer System Evaluation Cri-

teria (TCSEC) and experience gained over the past ten years in

conducting trusted product evaluations. The resulting CC will

then undergo extensive international review and testing before

becoming an international standard.

a

9
Author's note: [EC91].

10
Authors note: [CSS89].
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3 Time-sharing

In the bad old days [FC71, p. 79]:11

The large, expensive computing machines had become far re-

moved from their users, both in time and distance. An applicant

in e�ect had to deliver his problem or program to a reception-

ist and then wait hours or sometimes days for an answer that

might take the machine only seconds or even less time to pro-

duce. The computer, working on one program at a time, kept

queue of users waiting for their turn. If, as commonly happens, a

submitted program contained a minor error that invalidated the

results, the user often had to wait several hours for resubmission

of his corrected program.

Time-sharing changed all that. To begin with, it provided \a means of

allowing fuller use of the machine by more people and of saving time for

the users" by making it e�ectively possible for a computer to work on many

programs at the same time [ibid.]

And there was more. Although \At �rst thought time-sharing seems

simply a convenience . . . It has created an unexpected new order of uses for

the computer" [ibid.] Taken together with the development of peripherals,

such as terminals and on-line random access storage devices, needed to take

advantage of the new capabilities inherent in time-sharing, the development

of collections of application programs and utilities available on-line to system

users, and the development of operating systems to manage these resources,

the e�ect was to transform computers into a new kind of machine.

Certainly, the relationship of the users of a computer system to the

system and each other was new [FC71, pp. 86{87]:

In a sense the system [i.e., M.I.T.'s Compatible Time-Sharing

System (CTSS)] and its users have developed like a growing or-

ganism. Most striking is the way the users have built on one

another's work and become dependent on the machine. . . . in

conventional computer installations [without time-sharing] one
a

11
R. M. Fano and F. J. Corbat�o, authors of [FC71], were time-sharing pioneers [FW71,

pp. 272{273].
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hardly ever makes use of a program developed by another user,

because of the di�culty of exchanging programs and data . . .

� � �

All in all, the mass memories of our machines are becoming

more and more like a community library.

Remarkable things were being done, and still more remarkable things

could be foreseen [FC71, p. 87]:

The facility actually goes beyond a library's usual services. It

already has a rudimentary mechanism whereby one person can

communicate with another through a program in real time . . .

it does not take a long stretch of the imagination to envision an

entire business organization making and executing all its major

decisions with the aid of a time-shared computing system. In

such a system the mass memory at all times would contain an

up-to-date description of the business.

4 The Classical Computer Security Problem

Businesses weren't the only organizations that might take advantage of the

possibilities opened up by time-sharing | it didn't take a long stretch of the

imagination to envision an entire military organization making and execut-

ing all its major decisions with the aid of a time-shared computing system,

and the imaginations of the American military services and Department of

Defense were equal to the task. But there was a problem, and it was serious.

In order to take full advantage of the possibilities o�ered by the new

technology, it would be necessary to have classi�ed information of two or

more security levels on systems where some users were not cleared for at least

one of the levels present.12 In September 1966, when [FC71] was originally

published in Scienti�c American, nobody had any idea how to combine

information of di�ering security levels with users of di�ering clearances on a

single time-sharing system and have any real assurance that users could not

gain access to information for which they were not cleared. It does not take

a long stretch of the imagination to see why persons and organizations duty

bound to support and defend the Constitution of the United States against
a

12
Classi�cation, security levels, and clearances are discussed in subsection 9.1.
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all enemies, foreign and domestic,13 would require such assurance for Top

Secret information [CSE85c, p. 29]:

. . . information, the unauthorized disclosure of which reasonably

could be expected to cause exceptionally grave damage to the

national security.

Secret information [ibid.]:

. . . information, the unauthorized disclosure of which reasonably

could be expected to cause serious damage to the national secu-

rity.

and even Con�dential information [ibid.]:

. . . information, the unauthorized disclosure of which reasonably

could be expected to cause damage to the national security.

Without doubt, there were foreign enemies, and there had been cases

[Bam82, pp. 133{154] in which, despite even NSA's stringent vetting proce-

dures [Bam82, pp. 118{130], their minions had obtained clearances permit-

ting access to extremely sensitive information. This showed that the system

of classi�cations and clearances was not foolproof, even if the prospective

technology enabled by time-sharing systems was not involved. But it was an

essential component of the only established way of preventing unauthorized

disclosure of sensitive information, and to undertake the envisioned trans-

formation of the military's methods for dealing with information without

extending the scheme of classi�cations and clearances to that context was

unthinkable. Furthermore, the di�erence between applying the classi�ca-

tion/clearance system to information held in paper �les and applying it to

information held in a time-sharing computer system was radical.

For many people, the thought of having access to sensitive information

conjures up something like an image of John Le Carr�e's character George

Smiley | than whom no one is more highly cleared | engaged in a mole

hunt, legitimately delving into paper �les stamped with labels denoting the

most rare�ed security levels.14
a

13
All members of the armed forces of the United States have such a duty, undertaken

at the time of their induction [Arm59], [Arm90, p. 123].
14
An American analog of this example can be produced by imagining a similar situation

involving Charles McCarry's character Paul Christopher, Smiley's approximate peer in the

�ctional security services of the United States. But Smiley is a better case for the example

given in the text | the United Kingdom leads the world in spy �ction, both as regards

quality and as regards renown.
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Besides adequate lighting, the only instrumentalities Smiley requires as

he digs through �les are his glasses. Smiley can be certain that simply

looking through his glasses at the papers he is reading will not transmit

the information written on the documents to somebody in the employ of

his Soviet opposite number, Karla. But, most emphatically, he could not

be certain that \simply reading a �le" would not have such an e�ect, were

he working with \�les" held in a time-sharing computer system. In the

latter case, Smiley would be able to \read" such a \�le" only by invoking a

program that caused the information contained in the \�le" to be displayed

by an output device, and the program might do this and more | it might

also, either by design or by accident, transmit the information to a \�le"

that could be \read" by one of Karla's agents.15

A program written with the malicious intention of causing the kind of be-

havior described in the preceding paragraph is called a Trojan horse. There

are other possibilities for writing software that can have malign e�ects. For

example, software that behaves benignly in ordinary circumstances may

contain a trap door | a hidden mechanism, activated in some seemingly

innocent way, that causes the software's behavior to become malignant.16;17

Smiley, apparently living in a low tech world, doesn't have to worry

about Trojan horses and trap doors, but, still, there is more to be learned by

considering what he doesn't do. Despite his stratospheric clearance, Smiley

doesn't go digging through �les down in Registry unless his need to know

what's in them has been established.

This is a case of art imitating life that applies as well on the west side

of the Atlantic as on the east. According to long-standing Department of

Defense policy for handling sensitive information, being cleared for informa-

tion classi�ed at a given security level is a necessary condition for having

authorized access to that information, but, by itself, the clearance is not a

su�cient condition for having authorized access to the information. Accord-
a

15
The example and my understanding of the point it makes grew out of thinking about

material from [McC93, A270{A319 and A456{A486].
16
As [NCS88b, p. 48] makes clear, mechanisms embedded in hardware may also be trap

doors.

17
Trap doors were genuine worry for the Air Force during the early to middle 1960's

[Sch93b, A060{A091], because of the fear that someone might use a trap door to enable an

unauthorized ballistic missile launch. One of the e�ects of this was that \You didn't use

commercial software on those machines in any way, shape, or form." But that didn't solve

the problem | someone on the programming sta�, despite being a member of the Air

Force, might still \for whatever reason" use malicious software to cause an unauthorized

launch.
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ing to [DoD82a] as quoted in [NCS85b, p. 76], for example:

. . . no person may have access to classi�ed information unless

. . . access is necessary for the performance of o�cial duties.

To have authorized access to sensitive information requires both a high

enough clearance and a need to know. Thus, in order to extend standard

military methods for handling sensitive information to the context of time-

sharing computer systems, it was necessary to devise policies, procedures,

and mechanisms that would give appropriate expression to both the prin-

ciples underlying the classi�cation/clearance system and the need to know

principle.18

Taken together, the Ware and Anderson reports [War70, And72] gave a

clear statement of the basic problems discussed in this section19 and located

the crucial technical area in which progress had to be made in order to solve

them | operating systems, the collections of software that control computer

system resources and provide users, utilities, and application programs ac-

cess to those resources, including access to �les and input/output devices,

which is crucial to the problems under discussion.

If, following [Lan81, p. 247], we say that a computer system's mode of

operation is multilevel if some information in the system has a security level

higher than the clearances of some of the system's users, then the classical

computer security problem can be characterized as the problem of building

time-sharing operating systems that, when operating in multilevel mode,

appropriately implement the principles of the security level/clearance system

and the need to know principle. More succinctly put, the classical computer

security problem is the problem of building multilevel secure time-sharing

operating systems.

a

18
There is a good deal more to military security practices than the system of classi�ca-

tions and clearances and the need to know principle, though these are the features that

are of primary concern in computer security. For a general discussion of military security

and other aspects of its relation to computer security, see [Lan81, pp. 248{253].
19
On the subject of trap doors, see, for example, [War70, p. 8]. The relevant usage

of the phrase \Trojan horse" was introduced by D. J. Edwards during the writing of

[And72]. (See the note found in [And72, Vol. II, Appendix II, p. 62]. I am indebted to

Carl Landwehr for this reference, which corrects [Lan81, note 2, p. 252].)

It should be noted that, although the Ware report received \its impetus from the con-

cern that has been generated by the increasing number of time-sharing systems" [War70,

p. xii], both the Ware and the Anderson reports address the more general topic of security

safeguards for resource-sharing computer systems, as described in [War70, Introduction

and pp. 1{3].
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5 The Software Crisis

Characterization of the problem that needed to be solved in order to allow

the hoped for transformation of the military's methods of handling infor-

mation was a notable achievement, but the characterization provided very

little comfort.

According to [NCS85b, p. 1], the work that resulted in the Ware report

began in October 1967. Assessing the state of computing technology was

in fashion that fall. In late 1967, the NATO Science Committee began an

e�ort aimed at assessing the �eld as a whole by forming a Study Group on

Computer Science.20 The �rst concrete result of the Study Group's activities

was a conference on software engineering held in Garmisch, Germany in

October of 1968. It became abundantly clear at the conference that, even

neglecting the problem of time-sharing and security that was the province of

the Ware panel, the state of the art in production of large software systems

was, in general, not good and was very bad indeed in the case of operating

systems.

Few attending the Garmisch converence disagreed with E. E. David of

Bell Labs when he said [NR69, p. 67]:

. . . production of large software has become a scare item for

management. By reputation it is often an unpro�table morass,

costly and unending. This reputation is perhaps deserved. No

less a person than T. J. Watson said that OS/360 cost IBM over

50 million dollars a year during its preparation, and at least 5000

man-years' investment. TSS/360 is said to be in the 1000 man-

year category . . . The commitment to many software projects

has been withdrawn. This is indeed a frightening picture.

David's jeremiad continued [NR69, pp. 68{69]:

. . . the uninitiated sometimes assume that the word `scale' refers

entirely to the size of code . . . This dimension is indeed a con-

tributory factor to the magnitude of the problems, but there are

others. One of increasing importance is the number of di�er-

ent, non-identical situations which the software must �t. Such
a

20
The date for the formation of the Study Group is taken from [Sha90, p. 100], and

the remainder of this section follows the account of [Sha90, pp. 100{102] very closely.

In particular, it should be noted that quotations from [NR69] are as given in [Sha90,

pp. 100{102].
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demands complicate the tasks of software design and implemen-

tation, since an individually programmed system for each case is

impractical.

and continued further [NR69, p. 69]:

. . . there is no theory which enables us to calculate limits on the

size, performance, or complexity of software. There is, in many

instances, no way even to specify in a logically tight way what

the software product is supposed to do or how it is supposed to

do it.

There was some disagreement over whether the software situation really

merited the name \crisis" [Sha90, pp. 100-101], but it was agreed that the

there were serious problems with software and that, as far as underlying

causes were concerned [NR69, p. 122]:

. . . a basic one lies in the unfortunate telescoping of research,

development and production of an operational version within a

single project e�ort. This practice leads to slipped schedules,

extensive rewriting, much lost e�ort, large numbers of bugs, and

an in
exible and unwieldy product.

J. W. Smith observed that there was a tendency among designers to \use

fuzzy terms like `elegant' or `powerful' or `
exible'" [NR69, p. 38], and con-

tinued by saying:

Designers do not describe how the design works, or the way it

may be used, or the way it would operate. What is lacking

is discipline, which is caused by people falling back on fuzzy

concepts . . . Also designers don't seem to realize what mental

processes they go through when they design. Later they can

neither explain, nor justify, or even rationalize, the processes

they used to build a particular system.

Even assuming it possible to devise a reasonable scheme for dealing with

the problems peculiar to computer security the Ware panel was examining,

it would be impossible to build multilevel secure time-sharing operating sys-

tems and be assured of their security if signi�cant progress was not made in

the direction of dealing with the general problems of large software systems

responsible for the urgent tone of the Garmisch conference's proceedings.
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Two salient points emerged from what had been said there: (1) precise

concepts and exact methods for use in specifying software systems and de-

scribing and predicting their behavior were needed, and (2) so were better

techniques for desigining software systems and organizing the process of

designing, building, and maintaining them.

6 Program Veri�cation

If precise concepts and exact methods were wanted, it seemed reasonable to

think they might be found in logic. It had seemed so to Floyd [Flo67], and

it certainly seemed so to C. A. R. Hoare, who built on Floyd's work [Hoa69].

The introduction to Hoare's paper setting out the calculus he devised with

the aim of exploring the \logical foundations of computer programming"

[Hoa69, p. 576] began as follows:

Computer programming is an exact science in that all the

properties of a program and all the consequences of executing it

in any given environment can, in principle, be found out from the

text of the program itself by means of purely deductive reasoning.

This was a visionary statement, and the vision it expressed was shared by

others.

Donald Good, for example, in 1967 a graduate student in computer

science at the University of Wisconsin, Madison, had been working in a

branch of numerical analysis called interval analysis. And then one day

[Goo91a, tpt, p. 1]:

. . . it dawned on me that \Gee! All this mathematics isn't

worth anything unless the program works right", and that's what

brought me into [program veri�cation].

After �nding out that there was nothing he could \just go out and buy and

use [to verify programs] and be on my way [in numerical analysis]" [ibid.],

being introduced to Floyd's ideas via a draft version of [Flo67] given to him

by one of the faculty, Ralph London, and publishing a paper with London

as a result of joint work based on what Floyd had done [ibid., pp. 1{2], \I

switched my graduate work from numerical analysis to working in [program

veri�cation], right at the time when I did my dissertaion" [ibid.].
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Thus, Good had enough con�dence in the vision articulated by Hoare to

switch from numerical analysis, an established �eld, to program veri�cation,

a brand new one, when he began work on his dissertation. A switch of this

kind isn't made unless the person making it thinks the new �eld is going

somewhere, going somewhere interesting and important.

More will be said below about the work Good's change of direction led

him into and how it became enmeshed in DoD's e�ort to solve the classical

computer security problem. As for Hoare, careful reading of [Hoa69] is

enough to show asserting that computer programming is an exact science

was easier than backing up the claim was going to be.

In the paragraph immediately following the one that began with the

clarion sentence quoted above, it became clear that subtlety would be needed

in achieving the wanted exactitude [Hoa69, p. 576]:

Unfortunately, in several respects computer arithmetic is not

the same as the arithmetic familiar to mathematicians, and it is

necessary to exercise some care in selecting an appropriate set of

axioms [about the elementary arithmetic operations a program

may invoke].

The main di�erence between computer arithmetic and ordinary arith-

metic is, as Hoare observed [ibid.], that the familiar number systems | e.g.,

the natural numbers and integers21 | are in�nite, but computers and, a

fortiori, the sets of numbers represented in them are �nite. Hoare [ibid.]

proposed some candidate axioms for characterizing various ways the �nite

sets of natural numbers represented in computers might behave, and there

certainly seemed to be no reason this could not be done for integers, rational

numbers,22 and so on. But the situation was worrisome. Much of the power

of mathematics would be lost, because many familiar theorems would not

apply in the setting provided by such axioms, and, even ignoring that, the

resulting axioms might be very tricky to deal with.23

Moving from problems of computer arithmetic to the main business of

the paper, explaining the calculus intended to help make programming an
a

21
The natural numbers are the non-negative whole numbers 0, 1, 2, 3, . . . The integers

are the natural numbers together with the negative whole numbers . . . , -3, -2, -1.
22
Rational numbers are those represented by fractions that have integers as numerators

and integers di�erent from 0 as denominators.
23

They were tricky enough to trip up Hoare himself | candidate axiom A11S [Hoa69,

p. 576] is the negation of a theorem of classical �rst order predicate logic with identity

[Men79], which seems to be the underlying logical system Hoare had in mind.
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exact science, Hoare began with the assignment operator, which is used

to change values of program variables.24 He prepared the reader for the

statement of the calculus's assignment axiom by saying [Hoa69, p. 577]:

Assignment is undoubtedly the most characteristic feature of

programming a digital computer,25 and one that most clearly

distinguishes it from other branches of mathematics.26 It is sur-

prising therefore that the axiom governing our reasoning about

assignment is quite as simple as any to be found in elementary

logic.

This was good news, but it wasn't all the news. The formal preamble

of the axiom's statement, which expressed the conditions under which the

axiom could be used, ran as follows [ibid.]:

Consider the assignment statement:27

x := f

where

x is an identi�er for a simple variable;

f is an expression of a programming language without side

e�ects [emphasis added], but possibly containing x.

The statement of the axiom followed this in Hoare's text, but, as far as

the issues under discussion here are concerned, it need not be gone into.

The trouble with Hoare's treatment of assignment, considered as part of an

attempt to show that programming is an exact science, was that, contrary

to the emphasized phrase in the last clause of the axiom's preamble, there
a

24
The assignment operator, :=, is the main operator in commands of the form x := f ,

where x is the name of a program variable and f is an expression with values of a type
appropriate to the variable named by x. On encountering such a command, the machine

attempts to compute the value of f and then make it the value of the variable named by

x.
25Author's note: A reasonable assertion in 1969, but less so now. See note 28.
26Author's note: Note the implicit assertion that programming is a branch of mathe-

matics.
27Author's note: See note 24 for an explanation of the notation x := f that follows in

Hoare's text.

Hoare calls x := f a statement, which is a standard, but unfortunate, usage in speak-
ing about programming languages. Since the notation has imperatival force (it tells the

machine to do something), it is better to call x := f a command, as in note 24.
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weren't any programming languages without side e�ects.28 Moreover, al-

though Hoare did not note the problem, in order for his assignment axiom

to hold, aliasing29 had to be ruled out as well, and there were no languages

in which this was done.

There are other doubtful points in the text of [Hoa69], but to consider

them in detail would be otiose. The computer arithmetic and assignment

axiom examples are su�cient to point up a tension in Hoare's thinking that

is symptomatic of a general tension inherent in the program veri�cation en-

terprise. On the one hand, realism demands recognition of the fact that

computers are not abstract entities, obeying the powerful and familiar laws

of mathematics. On the other, the aim of demonstrating program correct-

ness demands treating computers as if they were subject to mathematical

laws, laws perhaps novel but, nevertheless, elegant and powerful.

Tensions of this kind are not unique to program veri�cation, and they are

not necessarily fatal to �elds of endeavor that are subject to them. Aeronau-

tical engineers, for example, have had impressive success in building aircraft,

despite the fact that viscous and turbulent 
ows resist mathematical treat-

ment and despite use of mathematical models that involve considering wings

of in�nite length and other unlikely objects [Vin90, chapter 2].30 But the

tension present in program veri�cation does argue strongly against accepting

the notion that computer programming is an exact science and supposing
a

28 A side e�ect is a change in the value of a program variable that occurs as a result
of computing the value of some expression used in the program. A case where program-

mers sometimes introduce side e�ects on purpose provides a good example. In dealing

with stacks, it is fairly common to use a function pop written so that computing pop(s)
both (1) returns the element that is at top of the stack s prior to the computation and

(2) removes the element in question from s, thereby causing a side e�ect.

Purely functional languages, which do not involve side e�ects, have been developed
since Hoare wrote the paper under discussion [Tur85, Tur86, Tur87a, HF92, H+92], but

they are so di�erent from the languages Hoare had in mind when he devised the calculus

of [Hoa69] that the assignment operator is not part of their apparatus. The question of
using functional languages to write operating systems has been considered [Hen82, Sto86,

Tur87b, Tur90], but, so far, only as a research problem.
29Aliasing occurs in a program context where two variable names refer to the same

program variable. For examples that show why aliasing makes straightforward use of

Hoare's assignment axiom impossible, see [Ten91].
30[Vin90, p. 167] characterizes the problems of turbulent 
ow as \ubiquitous but still

scienti�cally intractable," and observes in the accompanying note 103, p. 302, that \an

especially important example [of turbulent 
ow], evident in ancient times but still unsolved

in a basic scienti�c sense, is that of 
ow in a pipe in most conditions of practical operation
. . . " Evidently, in some cases engineers must get along for a very long time without

adequate models of phenomena that are of fundamental concern to them.
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that, by itself, program veri�cation is going to solve \the software problem".

It seems that, on sitting down in a cool hour in 1969 or 1970, it should

have been possible to see this. But sitting down in a cool hour wasn't what

people were into during the late 60's and early 70's, even people primarily

concerned with operating systems, software, and computer security [Sch93b,

A554{A564]:

. . . in the later 60's, a system which I was the system engineer for

. . . dealt with very sensitive information, having selected things

retrieved from it and passsed into less sensitive systems. And

this . . . was in a wartime . . . environment, where people really

. . . were dying as a result of the consequences of this. And it's a

place where I probably �rst most directly saw what people would

regard as a signi�cant part of the computer security problem.

Operating systems, software, and computer security presented serious prob-

lems, as did much else, and people wanted to do something about them.

7 Structured Programming and Design Veri�ca-

tion

David Parnas [Par72] wanted to do something about the problem of improv-

ing techniques for designing software systems and organizing the process of

designing and building them. In particular, he wanted to do something

about the problem of saying what software modules, connected program

segments that were used as subassemblies in building up a whole software

system, were supposed to do.

Although Hoare had said nothing about the matter in [Hoa69], it could

be argued that his enterprise was, with regard to actual application of the

calculus for proving theorems about program code, dependent on the success

of enterprises like Parnas's. In order to apply the calculus, one had to know

which theorems to prove, and that would be determined by a statement of

what the code was supposed to do | by a speci�cation.

It was becoming clear that process of designing and building software

systems required looking at systems from the di�erent vantage points pro-

vided by a hierarchy of system descriptions, with more abstract descriptions
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occupying higher levels than those that were less abstract.31 In this hi-

erarchy, program code occupied the level just below the level Parnas was

concerned with, and the kinds of theorems Hoare wanted to prove would

connect the two.

The point of the theorems Hoare had in view was to provide assurance

that the code did what the speci�cation said it should, and the same was true

of traditional software tests. So these assurance techniques were intended

to provide a connection running from the code level to the more abstract

speci�cation level.

Of course, before assurance techniques that established a connection

running from the code level to the speci�cation level could be brought into

play, it was necessary to proceed from the higher level of abstraction to the

lower by writing the code. Indeed, it was necessary to write the code if a

system was to be built at all, and the primary function of speci�cations was

to guide the code writing process.

It should be clear from the foregoing that the problem Parnas was con-

cerned with was of great importance both for the general enterprise of build-

ing software systems and for the speci�c enterprise of building multilevel

secure time-sharing operating systems. Moreover, the Ware panel had as-

serted \Probably the most serious risk in system software is incomplete

design" [War70, p. 8], and this was borne out by the \tiger team" pene-

tration studies undertaken by DoD in the early 70's to assesss the security

of available computer systems [Jel85, pp. II-70{II-71], [Sch93b]. The tiger

team studies furnished convincing evidence that multilevel security couldn't

be achieved through a \penetrate and patch" approach.

Correct design was essential for security, and correct speci�cation was

essential for correct design. Therefore, solving the problem Parnas was

concerned with was of crucial importance in attempting to solve the classical

computer security problem.

Parnas described his goals brie
y as follows [Par72, abstract, p. 330]:

This paper presents an approach to writing speci�cations for

parts of software systems. The main goal is to provide spec-

i�cations su�ciently precise and complete that other pieces of

software can be written to interact with the piece speci�ed with-

out additional information. The secondary goal is to include in
a

31Dijkstra had advocated this as a way of dealing with the problems that animated the

Garmisch conference [Dij69], and the general features of his view were gaining widespread

acceptance.

33



the speci�cation no more information than necessary to meet the

�rst goal.

Giving a more detailed statement of his goals, Parnas broke them down

into a four item list. The beginning of item three is of salient interest for

the purposes of the present document [Par72, p. 330]:

3. The speci�cation must be su�ciently formal that it can con-

ceivably be machine tested for consistency, completeness (in the

sense of de�ning the outcome of all possible uses [of the module

speci�ed]) and other desirable properties of a speci�cation.

Later in the paper, under the heading \Using the Speci�cations," Par-

nas explained what he meant by saying speci�cations should be machine

testable. Ultimately, the ideas involved in the explanation became an es-

sential part of the Orange Book proof requirements. The passage is worth

quoting at length [Par72, pp. 334{335]:

Our aim has been to produce speci�cations which are in a real

sense just as testable as programs. We will gain the most in our

system building abilities if we have a technique for usage of the

speci�cations which involves testing the speci�cations long be-

fore the programs speci�ed are produced. The statements being

made at this level are precise enough that we should not have to

wait for a lower level representation in order to �nd the errors.

Such speci�cations are at least as demanding of precision as

are programs; they may well be as complex as some programs.

Thus they are as likely to be in error. Because speci�cations

cannot be \run," we may be tempted to postpone their testing

until we have programs and can run them. For many reasons

such an approach is wrong.

We are able to test such speci�cations because they provide

us with a set of axioms for a formal deductive scheme. As a

result, we may be able to prove certain \theorems" about our

speci�cations. . . .

By asking the proper set of . . . questions, the \correctness"

of a set of speci�cations may be veri�ed. The choice of the

questions, therefore the meaning of \correctness," is dependent

on the nature of the object being speci�ed.
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Parnas did not insist on the use of machines in verifying speci�cations, but

he did regard it as essential that \system builders develop the habit of

verifying the speci�cations whether by machine or by hand before building

and debugging the programs" [Par72, p. 335].

Parnas's ideas o�ered hope for a solution to the problem of ensuring

design correctness. But there were also reasons for caution.32

First, as in the case of Hoare's program veri�cation scheme, application

of Parnas's idea of verifying speci�cations | an essential part of what came

to be called design veri�cation | required a way of deciding which theorems

to prove. That would a require a level of system description more abstract

than the speci�cation level, and if, in turn, things worked out so that an-

other level was required beyond that, and so forth, speci�cation veri�cation,

and, more generally, design veri�cation, would be revealed as chimeras. An

inde�nite piling up of levels of abstraction had to be avoided.

Second, the tension between realism and the need for elegant and pow-

erful laws for use in proofs did not vanish in moving from the setting of

program veri�cation to the more abstract situation involved in design veri-

�cation. If, on the one hand, the machine's �nitude was taken into account,

the resulting inability to apply familiar mathematical laws might make it

impossible to prove the desired theorems. And if, on the other, such consid-

erations were ignored, the theorems might provide false assurance of design

correctness, which would be very bad thing indeed | living in a fool's par-

adise wouldn't do much to promote the general goal of building of better

computer systems and certainly wouldn't lead to building computer systems

that were secure.

It remained to be seen whether these di�culties could be overcome, but,

as things turned out, impressive resources would be put into trying the

experiment.

8 Security Kernels and the Reference Monitor

Concept

At about the time Parnas was writing [Par72], the United States Air Force,

too, wanted to do something about a computing problem | getting a time-
a

32Parnas, exhibiting the decent regard for empiricism that is requisite in computer

science, pointed out some of them [Par72, pp. 335{336]. The text of this section points
out others that are speci�cally relevant to present purposes.
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sharing operating system for use by the Air Force Data Services Center at

the Pentagon that would support secure processing of Secret and Top Secret

information, while serving a user community that included users cleared

only at the Secret level. More generally, the Air Force wanted solutions

to the problems of multilevel security set out in the Ware report or, at

least, a well de�ned research program aimed at producing solutions to those

problems. So the Air Force did what military organizations typically do with

problems of this kind. It ordered an o�cer who seemed to have reasonable

quali�cations in the area to get busy solving them.

Major Roger R. Schell, armed with a brand-new Ph.D. in computer

science from MIT and �ve years' experience with with Air Force computer

systems prior to matriculating at MIT in June 1968 [Scha], got the job,

though he didn't want it and tried to avoid it [Sch93b, A175]: \I was a very

reluctant draftee."

There were good reasons for Schell's reluctance. First, he had considered

computer security as a dissertation topic during his graduate work at MIT

and had been told that the problems involved were unsolvable and that he

would never �nish his degree if he took them on [Sch93b, A136�]. Second,

the assignment took him away from management information systems, the

area he wanted to work in. And, third, research wasn't his area. Schell's

background was in engineering and management, where the point was to get

systems delivered on time and within budget [Sch93b, A110]. He had strong

misgivings about being involved with projects that had a large research

component [Sch93b, A195]: \The R&D people were people you stayed away

from, because if you let them in your project, they would sink you and your

project."

Nevertheless, in August 1971, on assumption of his duties as project

o�cer for computer security within the Directorate of Information Sys-

tems Technology, Electronic Systems Division, Air Force Systems Command

[Scha], Schell found himself running projects of exactly this kind.

Schell had two crucial problems to deal with. To begin with, he had

to de�ne a viable technical approach to the problem of building multilevel

secure time-sharing operating systems. Having done that, an impossible task

according to his erstwhile mentors at MIT, he had to �nd a way to make

the ideas involved in the technical approach practically e�ective by selling

them to people who counted. Schell solved the core technical problem by

creating the idea of what came to be called a security kernel, in Schell's

words a \subset of the hardware and software that was su�cient to provide

security even if the remainder of the system" had been produced \by an
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adversary."33 The Anderson panel, formed as a result of the work being

done at ESD, provided Schell with a way of solving the remaining problem

of selling the security kernel approach to people who could get things done.

Schell cultivated the Anderson panel assiduously,34 introducing and ex-

plaining his ideas to its members and, in particular, spending hours with

James Anderson, the panel's chair, trying to persuade him to include the

ideas in the panel's report [Sch93b, A214�].

As things turned out, Schell made his sale, insofar as it involved selling

his ideas to the Anderson panel. The panel endorsed Schell's ideas in the

following language [And72, Vol. I, p. 9]:

The basic concept upon which multilevel secure computing

systems can be based is that of controlled sharing. Explicit con-

trol must be established over each user's (program[']s) access

to any system resource which is shared with any other user or

(system) program. Essential to this concept is the requirement

that each subject of the system (viz. system entities such as a

user or a program which can access system resources) and each
a

33 Quotation as given in [Jel85, p. II-73], citing an interview with Schell conducted
October 28, 1982. The passage goes on to describe the origin of the phrase \security

kernel":

In search of a name for this bold new concept, Schell went to Dr. John B.
Goodenough, then an applied mathematician at ESD. By Schell's own ac-

count, he asked Goodenough, \What would you call this?" Goodenough

replied, \Well, that seems to be a lot like the notion of a kernel in math-
ematics and since it relates to security, why don't you call it a security

kernel?" Since neither Schell nor fellow researchers at the MITRE Corpora-

tion had any other ideas and since Schell was due to submit an abstract for
an upcoming conference, he accepted the Goodenough proposal.

The abstract was titled \Abstract of a Virtual Memory Security Kernel" and was sub-

mitted by Schell as a participant's position paper to the chair of the IEEE Workshop
on Privacy and Protection in Operating Systems, June 13{14, 1972 [Sch92]. A sketch of

Schell's ideas was published soon after the workshop [Sch72].
34 Acting on the advice of a colonel he worked for, who had much experience in research

and disagreed with Emerson's supposed dictum \If a man can write a better book, preach

a better sermon, or make a better mousetrap than his neighbor, though he builds his
house in the woods the world will make a beaten path to his door" [Bar80, p. 496, note 1].

Schell, not yet having built a better computer security mousetrap, was preaching, with

the idea of a security kernel as his theme. The colonel opined that (1) in the real world,
you can't give ideas away, but (2) Schell could feed ideas to the panel, and people would

listen to them because they were too busy to think of ideas on their own [Sch93b, A202].

The colonel's advice may strike some as being a bit cynical, but the course of action he
recommended certainly worked for Schell.
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object (viz. system entities such as data, programs, peripheral

devices, main memory and subjects which can be accessed by

other subjects) must be identi�ed and interrelated according to

their authorized accessibility.

One of the most promising developments of this idea is the

concept of a reference monitor
2 which enforces the authorized ac-

cess relationships between subjects and objects of a system. . . .

An implementation of the reference monitor concept is a refer-

ence validation mechanism
3 that validates each reference to data

or programs by any user (program) against a list of authorized

types of reference for that user.

� � �

a

2[Note in original:] Reference monitor concept | the notion

that all references by any program to any program, data or device

are validated against a list of authorized types of reference based

on user and/or program function.
3[Note in original:] Reference validation mechanism | the

combination of hardware and software which implements the ref-

erence monitor concept.

Although the panel did not use the phrase \security kernel" in the pre-

ceding passage, the phrase was used in a later passage commenting on the

labels of a �gure [And72, Vol. I, Figure 3, p. 15] depicting the advanced

development plan recommended as an approach \for achieving the objective

of a secure, open-use, multilevel resource sharing system" [And72, Vol. I,

p. 14]:

The access control, reference validation mechanism and security

related functions are referred to as the `Security Kernel'.

A footnote appended to the sentence just quoted seemed to de�ne \se-

curity kernel" as referring, in particular, to \the software portion of the

reference monitor and access control mechanisms" [And72, Vol. I, p. 14,

note 5]. If taken seriously as a de�nition of the phrase \security kernel", the

footnote would have given the phrase a more restricted sense than Schell,

who included both hardware and software elements in his original notion

of a security kernel, had intended. On the other hand, taken literally, and

ignoring the note, the sentence to which the note was appended gave \se-

curity kernel" a sense that was a close match for what Schell originally had
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in mind and, accordingly, made \security kernel" either a near synonym

for the more exalted sounding phrase \reference validation mechanism" or

a more inclusive term, depending on whether \security related functions"

other than those involved in access control and reference validation were

considered to be part of a system's security kernel.

As things turned out, the footnote was ignored. In later discussions of

computer security, the usage of \security kernel" conformed to Schell's orig-

inal intention, including both hardware and software elements of computing

systems in its reference, and \security kernel" served, for the most part, as

a way of expressing what the Anderson panel had included under the phrase

\reference validation mechanism".35

According to the usage established subsequent to the Anderson report's

publication, the following passage [And72, pp. 9{10] can be taken as further

specifying the requirements a security kernel must satisfy:

Accompanying the concept of Reference Monitor are other

essential design requirements. They are:

a. The reference validation mechanism must be tamper proof.

b. The reference validation mechanism must always be invoked.

c. The reference validation mechanism must be small enough to

be subject to analysis and tests, the completeness of which

can be assured.

The ultimate e�ect of Schell's selling his ideas to the Anderson panel was

to sell them to the Department of Defense. The section of the Orange Book

that explains the rationale for the requirements de�ning the various security

classes [NCS85b, pp. 65{69] begins with a passage consisting mainly of an

abridged version of the passages quoted here from the Anderson report's ac-

count of the reference monitor concept and reference validation mechanisms.

The security kernel/reference monitor approach to building multilevel

secure time-sharing operating systems, as described in the Anderson report,
a

35 See, for example, the Orange Book's de�nition of \security kernel" [NCS85b, p. 115].

[Lan83, p. 87], perhaps referring to the portion of the Anderson report's text discussed
in the two paragraphs preceding the one to which this note is appended, observes that \the

term has also been used to denote all security-relevant system software." However, this

usage, which makes \security kernel" a term for the software portion of what [Nib79b] and
the Orange Book [NCS85b, p. 116] call a \trusted computing base", is much less common

than the usage that conforms to Schell's original idea by including hardware elements of a

system in the reference of \security kernel", but limits application of the phrase to system
elements related to access control and reference validation.
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opened up the prospect of reducing the negative problem of showing that a

potentially unlimited collection of bad things couldn't happen | Who knew

how many di�erent ways of attacking a time-sharing operating system could

be devised? | to the positive problem of building a piece of software that

did a well de�ned job. The appeal of turning a seemingly impossible negative

problem into possibly solvable positive problem was obvious and had, in fact,

been obvious to Schell from the outset. Reducing the multilevel security

problem to making a software component with speci�ed functionality was

what Schell had in mind when he thought up the security kernel/reference

monitor approach | given his orientation, the only way he could think of

to attack the problem \was to go o� and build something that would help"

[Sch93b, A233].

A second attraction of the security kernel/reference monitor approach

was that, at bottom, it relied on the familiar idea that the way to maintain

con�dentiality of information was to control access to containers of informa-

tion. (Think of the clerks down in Registry zealously guarding paper �les

against access by those who, unlike Smiley, are not entitled to it. The clerks

guard the �les containing information, not the information itself.) The as-

sumption that con�dentiality of information should be seen to by controlling

access to containers of information had been made tacitly in the Ware report

| [War70] gave no hint that there might be another way of handling the

con�dentiality problem | and the Anderson report did nothing to change

this. There was comfort in relying on such a familiar idea and, barring some

obvious problem, it was only reasonable for the Ware and Anderson reports

to do so. But working out in detail how to maintain con�dentiality of infor-

mation via access control in the context of a time-sharing operating turned

out not to be simple, and the ideas that came out of the e�ort were a long

way from being as familiar as the ideas that went into it.

9 Modeling Security

The security kernel/reference monitor scheme was predicated on the assump-

tion that controlling access to containers of information was a reasonable

approach to solving the multilevel security problem, but did not, in itself,

answer the question of just which kinds of access were to be permitted and

which were to be forbidden. This gap in the doctrine evolving at ESD was

�lled by producing an abstract mathematical model of access control policy
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that could be specialized in the case of a particular operating system to �t

the institutional security policy de�ned by the body of laws, regulations,

and administrative and procedural documents applicable to the system in

question.

Subsection 9.2 discusses the the Bell/La Padula model, which came to

be the third person of the security kernel/reference monitor/security model

trinity that inspired projects based on the �nished form of the ESD doctrine.

Subsection 9.3 discusses rivals of Bell/La Padula. Subsection 9.1 prepares

the way for the discussions of subsections 9.2 and 9.3 by providing back-

ground information on classi�cation, security levels, and clearances that is

relied on in subsections 9.2 and 9.3 and the remainder of this document.

Before proceeding with the discussion of subsections 9.1{9.3, it should

be noted that, besides its speci�c role in the ESD security doctrine, Bell/La

Padula served a more general conceptual purpose | it exempli�ed a way

of terminating the potentially vicious piling up of levels of abstract system

description that threatened to make design veri�cation a nullity, as noted

at the end of section 7.

If Bell/La Padula could serve this purpose, so might other security mod-

els, and the purpose wanted serving and still does. As the exposition of the

report proceeds, it will become clear that there was, and is, considerable dis-

agreement as to whether design veri�cation can provide su�cient assurance

of high levels of computer security, but no doubts about its necessity for

this purpose will come to light. Accordingly, neither will doubts about the

necessity of having abstract security models. As far as security models are

concerned, the unchallenged consensus is that the question is not whether

to have one, but which one to have.

9.1 Classi�cation, Security Levels, and Clearances

In the general sense of the term, classi�cation is the authorized assignment

of a security level to information. The more restricted legal usage of the

word refers only to assigning one of the legally de�ned classi�cation levels

Con�dential, Secret, and Top Secret discussed in section 4. Discussions of

computer security use \classi�cation" in its general sense, rather than in the

restricted legal sense explained in the preceding sentence.

[NCS88b, p. 41] de�nes a security level as:

The combination of a hierarchical classi�cation and a set of non-

hierarchical categories that represents the sensitivity of informa-

tion.
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A category is de�ned as [NCS88b, p. 8]:

A restrictive label that has been applied to classi�ed or unclas-

si�ed data as a means of increasing the protection of the data

and further restricting access to the data.

NOFORN (Not Releasable to Foreign Nationals) and PROPIN (Caution {

Proprietary Information Involved) are examples of categories [CSE85c, p. 9].

The structure of security levels involved in handling sensitive information

(see [CSE85c, Appendix B]) is much more complicated than the hierarchy

of legally de�ned classi�cation levels. The practice of augmenting the le-

gal classi�cation hierarchy by adding the security level Unclassi�ed at the

bottom (so that, from the bottom up, the hierarchy runs Unclassi�ed, Con-

�dential, Secret, Top Secret) is ubiquitous. There does not seem to be a well

established way of referring to the hierarchical component of a security level

when the legal classi�cation hierarchy is augmented by adding Unclassi�ed

and, perhaps, other hierarchical levels. The phrase \sensitivity level", used

for this purpose in [Lan81, p. 248], is a reasonable choice and will be so used

in what follows.

Using this terminology, the de�nition of \security level" quoted above

can be glossed as saying that a security level is the combination of a sensitiv-

ity level and a set of nonhierarchical categories that represents the sensitiv-

ity of information. The terminology and the resulting gloss of the de�nition

drawn from [NCS88b, p. 41] have the advantage of simultaneously �tting

the usage customary in discussions of computer security and cutting down

the confusing overloading of the term \classi�cation".

In addition to a hierarchy of sensitivity levels that augments the legally

de�ned hierarchy of classi�cation levels, real cases almost always involve

categories. Security levels are ordered by saying that level `1 dominates `2

if, and only if, the sensitivity level associated with `1 is at least as far up

the hierarchy of sensitivity levels as the sensitivity level associated with `2

and every category in the set of categories associated with `2 is also in the

set of categories associated with `1.

In the sense of the term applicable to discussions of computer security,

clearance is the authorized assignment of a security level to an individual.

In order for a someone cleared at level `1 to have authorized access to infor-

mation classi�ed at level `2, it is necessary that `1 dominate `2.

The legally and institutionally de�ned sense of the word \clearance" is

related to the usage just de�ned, but somewhat di�erent [CSE85c, pp. 27{

28].
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9.2 Bell/La Padula

The discussion of this subsection presents neither a detailed analysis of the

Bell/La Padula model's development nor a technical analysis of any partic-

ular version of the model. The aim, instead, is to give a clear enough de-

scription of the Bell/La Padula model's characteristics to enable the reader

to follow the discussion of the following sections of the report, particularly

the subsequent discussion of the Orange Book proof requirements.36

Subsubsection 9.2.1 describes the Bell/La Padula model's basic features,

including particularly the simple security property and the *-property,37

and subsubsection 9.2.2 explains the role of the *-property in combating the

threat of Trojan horses. Subsubsection 9.2.3 explains why the *-property, de-

spite its role in dealing with Trojan horses, cannot be imposed with full gen-

erality, and subsubsection 9.2.4 discusses kinds of computer security threats

that the Bell/La Padula model cannot describe and must, therefore, be dealt

with on some other basis.

9.2.1 Basic Features

The Bell/La Padula model can be decomposed into representational ele-

ments called states, operational elements called rules, and prescriptive ele-

ments called axioms or requirements. In the remainder of this document,

\requirement" is used to refer to model elements of the third kind, except

in cases where the usage of the Orange Book and related documents that

refer to model elements of the third kind as \axioms" is discussed explicitly.

A state represents the entire collection of information present in a com-

puter system at a given stage of computation, and the process of computa-

tion is viewed as a sequence of transitions from one state to another accord-

ing to the model's rules. The requirements de�ne what it is for a state to be

secure. When the Bell/La Padula model is applied to a particular computer

system, the system is regarded secure with respect to the aspects of its be-

havior represented by the instance of the model involved in that application

if, for the states, rules, and requirements of the model instance, every state

in every computation starting with a secure state and proceeding according

to the rules is secure.
a

36The Orange Book criteria for security classes where a formal security policy model is

required do not mandate use of the Bell/La Padula model, but Bell/La Padula and the
methods evolved for using it in system design and construction furnished the paradigm

for what was to be expected of security modeling and design veri�cation.
37\*-property" is pronounced the same as \star-property".

43



The Bell/La Padula model's requirements cover two di�erent aspects of

computer security: mandatory security requirements have to do with repre-

senting and enforcing the classi�cation/clearance system, and discretionary

security requirements have to do with the need to know principle.

Mandatory security requirements: The Bell/La Padula model's dis-

tinctive mandatory security requirements are commonly expressed in the

slogan \Read down! Write up!" The slogan is easy to remember, but ev-

ery word in it must be explained, if it is to be understood correctly. The

explanation begins with a more detailed description of what states are like.

Following the lead of the �rst passage from [And72, Vol. I, p. 9] quoted

in section 8, the Bell/La Padula model distinguishes certain components

of states as objects | containers of information | and other components

as subjects, which act on objects and may act on each other. Files (in

the computing sense of the word) and output devices (such as printers and

video displays) are typical examples of objects. Subjects are programs in

execution, consisting of a computational process and the objects it relies on

as it runs (its domain of execution.) Since subjects contain information and

may be acted on by other subjects, subjects also count as objects.

The various di�erent ways subjects can act on objects are called modes

of access. A subject that has read access to an object is able to obtain

information from the object, but having read access does not imply being

able to change or add to the information the object contains. A subject that

has write access to an object is able to change or add to the information the

object contains, but having write access does not imply being able to obtain

information from the object.

Other modes of access can be considered, but understanding what read

access and write access are is enough to allow explanation of half the words

in the \Read down! Write up!" encapsulation of the Bell/La Padula manda-

tory security requirements. It remains to �nd out about \down" and \up".

Besides distinguishing subjects and objects and the modes of access sub-

jects may have to objects, the model also includes an assignment of security

levels to both. Thus, the security level assigned to a subject is analogous

to a clearance and the security level assigned to an object is analogous to

a classi�cation. The \Read down!" requirement, o�cially called the simple

security property, provides that a subject may have read access to an object

only if the security level of the subject dominates the security level of the

object. The \Write up!" requirement, known o�cially as the *-property,

provides that a subject may have write access to an object only if the object's

security level dominates that of the subject.
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Discretionary security requirements: In the Bell/La Padula model,

each state includes a table representing a record of decisions made on a case

by case basis by users, the system manager, etc. to grant chosen subjects

various kinds of access to selected objects. This table provides the basis

for the model's discretionary security requirements | a subject may have

access to an object in a given mode only if the table records that the subject

is permitted such access to the object.

Secure states: Combining the model's representations of the classi-

�cation/clearance system and the need to know principle, Bell/La Padula

de�nes a secure state as a state that satis�es both the mandatory security

requirements and the discretionary security requirements.

Proofs of design correctness: The Bell/La Padula model provides the

basis for a straightforward method of proving that a system is secure with

respect to aspects of its behavior represented by an instance of the model:

prove that, for the states, rules, and requirements of the model instance,

all initial states are secure and each rule transforms secure states to secure

states.

9.2.2 The *-property and Trojan Horses

Nothing like the *-property is involved in the world of paper �les where all

this began, so why is it in the model?

The answer is that the *-property rules out Trojan horses. In order for a

subject to have read access to an object assigned a given security level, the

level of the subject must dominate the level of the object (\Read down!")

But then, due to the logical properties of the dominance relation and the *-

property, the subject can only have write access to objects that have security

levels that dominate the security level of the object to which the subject has

read access (\Write up!") A subject cannot, therefore, transfer information

from an object to which it has read access to an object with a lower security

level, and, hence, cannot act as a Trojan horse.

9.2.3 Trusted Subjects

While it's a good thing to rule out Trojan horses, it turns out, unfortunately,

that the *-property rules out certain kinds of things that must be done to

get an operating system to work. For example, all users must, as a practical

necessity, be able to send �les to printers, which means that the subject

that controls the initial phase of the printing process | the print spooler |
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must be able to read information from �les of all security levels and write

it to the queue that controls the order in which things are printed | the

print queue. So far, so good. The simple security property and *-property

will be satis�ed if the print spooler and the print queue are assigned the

highest security level available on the system. But then, unless everything

printed is to be labeled with the highest security level available, the subject

that actually controls the printer or printers | the print driver | must be

permitted to violate the *-property.38

It's good for systems to be secure, but they must work. Consequently,

selected subjects, called trusted subjects, are exempted from the requirement

of satisfying the *-property. This has the e�ect of enlarging the collection of

software that must be subject to stringent assurance requirements beyond

what is involved in a security kernel. The resulting collection of software

and associated harware that must, assuredly, perform correctly if the system

is to be regarded as secure is called the system's trusted computing base.39

In e�ect, allowing a new trusted subject into the trusted computing

base amounts to introducing a potential trap door. It must be shown that

real trap doors are not thereby introduced, and the Bell/La Padula model

provides no systematic guidance about how to demonstrate this.

9.2.4 Covert Channels

There is another problem to be dealt with, besides the need for trusted

subjects. The Bell/La Padula model is based on a scheme for controlling

expected ways of transmitting information in a computer system. [Lam73]

pointed out that there may be unexpected ways of transmitting information

that fall outside the purview of Bell/La Padula. These came to be called

covert channels.

Covert channels come in two varieties. Covert storage channels use sys-

tem storage locations that are not counted as objects in the process of doing

the dirty work (and, for practical reasons, there must be some locations that

are not counted as objects.) Covert timing channels do without storage en-

tirely, allowing the signaling of information from one subject to another by

modulating the rates at which system processes occur.

In order to build a secure system, covert channels must be found and

eliminated, or, if their entire elimination is impractical or impossible, the
a

38See [LHM84] for other examples of subjects that typically must be allowed to violate

the *-property.
39See [Nib79b], [NCS85b, p. 116], and note 35.
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rate at which information can be transmitted via the covert channels that

remain | their bandwith | must be reduced to an acceptable level. As in

the case of trusted subjects, Bell/La Padula provides no systematic guidance

as to how to do this with assurance.

9.3 Other Security Models

For a survey of other security models put forth prior to 1981, see [Lan81].

Prominent later models include those described in [GM82], [Sut86], and

[McC87, McC88].
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10 The DoD Computer Security Initiative

Stephen T. Walker described the DoD Computer Security Initiative's origins

as follows [Wal93a, A032{A053]:

Starting about 1974 I was at DARPA, and I was in charge

of the computer security research activities, among other things,

that were going on at DARPA. And we produced a number of

technology demonstration systems that were pretty good for the

time.40

In 1978 I was invited to come over to the Assistant Secretary

of Defense for C3I's o�ce41 and do something about the political

side of the computer security problem42 | having demonstrated

on the technical side what could be done, how do we get these

ideas into the Department on a broad scale basis? Because very

little had been done to incorporate these ideas into ongoing sys-

tems at that point. So in '78 I moved over.

� � �

. . . And I started what was called the Computer Security

Intiative, which was basically three thrusts: To get the Defense

Department to act together relative to computer security R&D

and usage. To get industry involved in �guring out how to build

some trusted systems, so that we'd have some products to deal

with, basically to get them to build systems that were better than

the then existing commercial practice. And the third piece was to

get there to be in the Defense Department, or in the Government

somewhere, a center of excellence that could evaluate how well

industry had done in producing their products.
a

40Author's note: See [Wal80, pp. 655{657].
41Author's note: \C3I" is short for \Command, Control, Communicationss, and Intel-

ligence".
42Author's note: According to the Orange Book [NCS85b, p. 1], \The DoD Computer

Security Initiative was started in 1977 under the auspices of the Under Secretary of Defense

for Research and Engineering to focus DoD e�orts addressing computer security issues."
Walker was brought to DoD to turn this idea into a program and implement it.

In the research on which this report is based, information was not sought about how

the 1977 decision to launch the DoD Computer Security Initiative was made. This should
be looked into.
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So we wanted to get the Defense Department organized both

in its R&D and its usage, we wanted to get industry involved, and

we wanted to get a center someplace that could do evaluations.

And the term \evaluation center" became an integral part of

that discussion.

The programWalker had in view was expressed as follows in a paper that

resulted from an NBS invitational workshop held at Miami Beach, November

28{30, 1978 [L+80, p. 8-9]:

The speci�c tasks that we recommend be performed are:

� From available literature and people's experience, prepare

a series of reports that characterize the current state of the

art, including both the state of the technology and the state

of current systems.

� Formulate a detailed security policy, including especially

nomenclature and marking schemes, for any and all sensi-

tive information not covered by the relevant national secu-

rity policies and guidelines.

� Establish a formal security evaluation and accreditation

process, including the publishing of an \approved products

list", to guide speci�cation and procurement of systems in-

tended to handle sensitive information.

Only the third part of this tripartite program was carried out, resulting in

the Center and the Orange Book.

The di�culty of carrying out the program's second part can be appre-

ciated from the discussion of NSDD 145, NTISSP 2, and the Computer

Security Act of 1987 given in subsection 2.2.

The purpose and character of one of the reports called for in the pro-

gram's �rst part was made clear as follows [ibid.]:

To deal with the lack of awareness of the nature of the com-

puter security problem, and its reality . . . we recommend that

the results of all past e�orts to penetrate and repair operating

systems be assimilated into a single report. . . . For this e�ort

to serve its purpose it must . . . employ great candor and iden-

tify speci�c techniques used to break speci�c systems. Without

this, the report will not be su�ciently credible to perform the

necessary consciousness-raising function.
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The need for a compilation of horrors of this kind is a current issue [Cou91,

pp. 36, 163{164], and its implications outrun consciousness-raising [Pet92].

[LBMC93] appears to be the �rst public DoD document aimed at producing

such a compilation.

11 Locating the Center

How the Center came be located at NSA is Walker's story, and it is best

to let him tell it with minimal authorial intervention [Wal93a, A053{A091,

A297{A354]:

. . . There was a great deal of energy spent trying to �gure out

where [the evaluation center] should be.

Interviewer: . . . when you look at some of the policy objec-

tives that are stated in the back end of the Orange Book and

you say \And they handed the job of trying to see to all of this

to an arm of NSA", that seems quite peculiar.43

Walker: [Wry chuckle.] There were interesting times with

that.

There were no obvious candidates in the Defense Depart-

ment. There was the Defense Communications Agency, which

could have done the job but really didn't have a computer orien-

tation at that point. There was the Defense Intelligence Agency,

which had a very speci�c mission and didn't really have any ex-

tra resources to apply to the problem. There were the services.

The Air Force was leading the technology exploration at that

point.

� � �

Roger Schell had started a lot of the stu� in the Electronic

Systems Division up at Hanscom Field in Massachusetts. From

there, from about the mid 70's, that whole e�ort was falling out
a

43Author's note: At the time the question was asked, handing the job to NSA seemed

peculiar in view of passages like \A major goal of the National Computer Security Center is

to encourage the Computer Industry to develop trusted computer systems and products,
making them widely available in the commercial market place" [NCS85b, p. 58], taken

together with the general account of the Agency's history given in [Bam82]. Subsequent to

the interview, reading the description given in [Jel85, chapter 4] of the kind of procurement
strategy to which NSA was accustomed reinforced the initial impression of peculiarity.
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of favor within the Air Force. So it would have been hard to put

the center there.

� � �

. . . So we spent a lot of time talking about alternatives. We

talked about a program o�ce at NSA that would involve people

from other agencies coming together. My management at OSD44

didn't want anything as complex as that.

For a while we went o� and explored \This is really a Govern-

ment-wide problem, not just a Defense Department problem,

even though the Defense Department has the biggest initial stake

in it."

So we actually talked to Jim Burrows, who was . . . the head

of the computer science side of NIST, in early 1980 about es-

tablishing a Federal computer security evaluation center which

would be located at NIST, probably funded and sta�ed about

2/3 by Defense Department people, that would be a Govern-

ment-wide thing and would be in an open environment such as

NIST would provide.

And . . . I actually wrote a charter for the Federal computer

security evaluation center,45 and we talked to folks in Congress

about it. And various folks, including the Director of NSA didn't

like that idea, came down pretty hard against it for some histor-

ical reasons and some turf reasons.

� � �

I had been advocating the Federal center. In early '80 my

boss, Gerald Dineen, would go out to NSA, and he'd come back

and say, \Steve, I don't know what's going on, but those guys

really don't like what you're doing."

Interviewer: Do you have a sense for what was going on? I

mean, why were they so adamant?

Walker: They wanted that turf. They didn't want it to be

anywhere else.

� � �

a

44Author's note: O�ce of the Secretary of Defense.
45Author's note: See [Jel85, Appendix A].
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. . . when I went to see Inman46 in August, in August of '80,

and sat in his o�ce and told him the background of what I was

trying to do, he just sat there. And, �nally, at one point he

rolled up in his chair, he pounded his �st on his desk, and he

said, \I will never let that happen! I will go to the President to

keep that from happening!" . . . these moments remain vivid in

my mind, even yet.

� � �

I was sitting in this room which was about four times bigger

than this room,47 we were at the far end with his desk, and I

was sitting in the chair next to his desk. And I'm sitting there

thinking \How can I get out that door?" [Wry, nervous chuckle.]

And then he turned after he said that, and said, \I under-

stand what you're saying and I agree with you and I want to do

that at NSA." The problem was they didn't want NBS or any-

body else involved. They wanted to own this technology. And

what I had been doing up to that point was advocating that

somebody else be involved.

Well, my �rst reaction was \I've been snookered, because this

guy now wants to grab this thing." So that's when I made the

argument \You've got to do it separate from the way COMSEC

is done."

And Inman believed me, and this was in August. He said,

\If you will write a letter to me", you, Gerry Dineen, \I will get

back to you about how we will do this, and we will do it separate

from the COMSEC organization."

So I went back to the Pentagon the next day, and I wrote a

three liner from Dineen to Inman: \Tell me how you would do

this." And in September came back a classi�ed document that

said \This is how we would do it."

Then began all kinds of discussion between me and other

folks at NSA. Inman was sticking by his word. This was going

to be a di�erent organization.

� � �

a

46Author's note: For information on Inman, see The New York Times, December 17,
1993, pp. A1, B12, and B13, [NSA77], [Ben77], [Bam82, pp. 80{85, 113{114, 306, and

353{363], and [Jel85, pp. II-53, II-62{II-65, and II-80{II-87]. See also [Inm80].
47Author's note: Walker's o�ce at Trusted Information Systems, where the interview

took place, is approximately 15' � 20'.
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. . . See what happened was: before it was NSA trying to grab

this. Now it became: within NSA the guys who wanted to grab

it were being excluded from it.

� � �

And so I actually succeeded to a very large extent, because I

got a completely independent organization with its own budget.

NSA had, at that point I think NSA had only three funding el-

ements. A funding element is a recognizable place that you can

get money from, and, because of the nature of their business,

there were only three in the entire Agency. Whereas a compa-

rable agency would have hundreds or thousands. And what this

did was create a fourth one that was separate. Now it wasn't a

huge budget, but it was [a separate thing].

� � �

And that was a very signi�cant point. I viewed that, you

know, as a major victory in this whole exercise.

12 Establishing the Center

As the Center's �rst Deputy Director, Roger Schell again had a job he didn't

want [Sch93b, A603{A628]: \I was again an unwilling volunteer." Schell's

appointment came about as a result of a personal note from Admiral Inman

to General Jones, Air Force Chief of Sta�, who, in turn, wrote a note to

the appropriate Air Force personnel people saying: \This Air Force colonel

will be assigned to Ft. Meade." And that was that. \I'd been asked several

times by Steve [Walker] and others if I wanted to volunteer, but I said `No'.

So I was drafted."

There was a lot of doubt in the Air Force about whether formation of

the Center was the best thing for the interests of the individual services,

and Schell had been strongly of this opinion. \So I ended up implementing

and having to make successful what I had advocated should not be done."48

a

48[Bam82, p. 86] describes the roles of Director and Deputy Director, NSA, as follows:

DIRNSAs . . . are . . . selected . . . to be senior bureaucratic managers who

are supposed to balance budgets, settle squabbles, crack whips, pat backs,
extinguish �res . . . The day-to-day running of the Puzzle Palace is left to

the deputy director . . .

This pattern is replicated in the Agency's suborganizations. Consequently, as Deputy
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There were two basic parts to the job: to provide a technically sound

point of view and to build a sound administrative structure. When Schell

was assigned to the Center (1981) \there were thirty�ve disjoint people, who

didn't even know who each other were, that were assigned as the Center"

[Sch93b, A629]. When Schell left (1984) there were about two hundred

people and a good organization.

13 Writing the Orange Book

13.1 Lineage

The direct line of documents leading to the Orange Book is as Follows:

[L+80], [Nib79a], [CSE82], [CSE83b], [CSE83c], [NCS85b].

13.2 Proof Requirements

The Orange Book proof requirements build up as follows. The B2 criteria

require a formal security policy model and a detailed top level speci�cation

(DTLS) of the trusted computing base (TCB) [NCS85b, pp. 31 and 32].

The B3 criteria require, in addition, a convincing argument, but not a proof,

that the detailed top level speci�cation is consistent with the formal security

policy model [NCS85b, p. 40]. The A1 criteria go beyond this by requiring a

formal top level speci�cation (FTLS) of the trusted computing base, together

with an argument combining formal and informal techniques to show that

the formal top level speci�cation is consistent with the formal security policy

model [NCS85b, p. 50]. Furthermore, it is required that formal methods be

used in the mandatory covert channel analysis [NCS85b, p. 49].

a

Director, DoD Computer Security Evaluation Center, Schell was responsible for making
things work.
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14 A Guide to Sections 15 through 18

Sections 15{18 discuss four aspects of processes and products associated

with the creation of the Orange Book and the activities of the Center that

have been chosen for analysis. This section provides a brief introduction to

each of these sections.

Information and Expertise: Section 15

The Center's product evaluations and associated activities have led to pub-

lication of an impressive and useful collection of documents. Also, taken

together, the Center's operations and the processes involved in creating the

Center and the Orange Book have produced a valuable pool of computer

security expertise that has spread through a substantial part of the com-

puting industry. Section 15, referring to appendix B for an analysis of the

Center's publications, concentrates on discussing this industrial di�usion of

computer security expertise.

Availability of Products: Section 16

According to the Orange Book, \A major goal of the National Computer

Security Center is to encourage the Computer Industry to develop trusted

computer systems and products" [NCS85b, p. 58]. Relying on appendix C

for an aggregate analysis of data on systems evaluated by the Center, sec-

tion 16 discusses the extent to which this goal has been met.

Design Veri�cation: Section 17

The Orange Book depends, in large part, on design veri�cation to furnish

the assurance required for multilevel secure systems. Section 17 examines

the question \To what extent is this reliance justi�ed?" in the light of

experience with development e�orts aimed at producing systems satisfying

the A1 evaluation class criteria.

Proof Requirements and Endorsed Tools: Section 18

Section 18 discusses the quality of the endorsed tools available to vendors

and its e�ect on projects aimed at producing highly secure systems.
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15 Information and Expertise

The Orange Book e�ort has produced a substantial body of published com-

puter security information and a valuable pool of computer security exper-

tise. Both the publications and the expertise have been important resources

in developing the draft Federal Criteria for Information Technology Security

[NIS92a, NIS92b]. Appendix B discusses the National Computer Security

Center's publications. This section discusses the pool of expertise resulting

from the Orange Book e�ort.

The pool of expertise resulting from the Orange Book e�ort has spread

through a substantial part of the computer industry, as those involved in

developing the Orange Book and former members of the Center's sta� have

taken positions in the private sector and development of systems designed

to meet the Orange Book requirements has led to the growth of indigenous

knowledge about techniques for building secure systems within the technical

sta�s of manufacturers involved in such e�orts.

That the di�usion and development of expertise attributed to the Orange

Book e�ort in the preceding paragraph have occurred seems clear,49 but

the body of evidence gathered in preparing this report provides no way of

accurately estimating their magnitude.50 Progress could be made toward

providing such estimates through detailed examination of the participant

lists of the Proceedings of the National Computer Security Conference and

Proceedings of the IEEE Conference on Security and Privacy, and other

methods of estimation could be devised. But these are jobs for another

time.

a

49See, example, the following parts of [Rep90]: (1) Stephen Lipner's letter and the
statement by DEC, pp. 3{10, (2) Stephen Walker's oral and written testimony, pp 85{

102, and William R. Whitehearst's letter and accompanying attachment, pp. 169{176.

50Culling my .mailrc �le (the Unix �le that controls the behavior of the mail program

and allows users to de�nes aliases for electronic mail addresses) and sending an electronic

mail query to ten people about former Center sta� now working in industry produced
a list of twentynine names relevant to the di�usion of expertise, but the actual di�usion

�gure must be several times this. (Only two recipients responded to the query, and force

of circumstance prevented their spending much e�ort on answering it.)
The Agency was queried about the number of former Center sta� now working in

industry [Pot93d], [Pot93c], but this information is not tracked [Ano93b].
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16 Availability of Products

In full, the goal referred to in section 14 is for trusted computer systems

and products to be made \widely available in the commercial market place"

[NCS85b, p. 58]. This section discusses the extent to which this goal has

been met.

Appendix C analyzes aggregate data on products evaluated, relying pri-

marily on data drawn from the Evaluated Products List (EPL). The analysis

reveals that considerable progress toward realizing the goal of widespread

commercial availability of trusted computer systems and products has been

made at the C2, B1, and B2 levels, but there is a very sharp break at the

B3 level. As far as operating systems, the initial focus of the Orange Book

e�ort, are concerned, each of the B3 and A1 levels is limited to a single

product.

Comparing the analysis of EPL given in appendix C with [CSE85c, tables

5 and 7] strongly indicates that, so far, the Orange Book e�ort has not

led to commercially based satisfaction of the Department of Defense's need

for multilevel secure systems. Consequently, the problem that drove the

whole e�ort | running from the Ware and Anderson reports, through the

fundamental work done by ESD, via the DoD Computer Security Initiative

and the system building e�orts reported in [Wal80] and [Lan83], to the

creation of the Center and Orange Book, and beyond | has not been solved

by the means chosen for its solution.

The following possible reasons for failure to solve the multilevel security

problem on a commercial basis have come to light in the course of the

research on which this report is based.

First, building a B3 system requires starting from scratch | you can't

build one by modifying a B2 system [Sch93b].

Second, a number of economic factors have tended to work against pro-

duction of B3 systems. (1) DoD has a weak record in maintaining pro-

curement requirements specifying highly secure systems [Sch93b], [Bon93b].

This tends to destroy the competitive advantage builders of such systems

were supposed to derive from the evaluation process. (2) Export controls,

which come into play at the B3 level, discourage vendors from o�ering high

end secure systems as part of their reguar product line [Rep90], [Sch93b],

[Lip93]. (3) Shifts in the market for operating systems have tended to make

the existing scheme for evaluating systems less relevant to actual demand

than it once was [Lip93], [Bon93b]. (4) Government behavior has often

been at odds with the stated policy for procuring secure systems, preferring
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what are, in e�ect, bespoke systems built at the Government's expense to

commercially developed systems [Sch93b], [Bon93b].

Clearly, building a B3 or A1 system is a di�cult and costly task, and the

combination of economic factors (1){(4) is not likely to encourage manufac-

turers to take on the job. This is a plausible explanation for the B3 break,

and there the matter must rest, as far as this report is concerned.

17 Design Veri�cation

Both documentary evidence [Sch89, passim.] and interview evidence indicate

that the design veri�cation activities required at the A1 level tend to be-

come dissociated from system construction. This tendency manifests itself

in varying degrees, from an extreme where design veri�cation is essentially

epiphenomenal (the veri�cation activity proceeds and so does system con-

struction, but the former has little or no in
uence on the latter), through

intermediate cases where the design and veri�cation group and the system

construction group drift apart, despite strong e�orts to integrate their ac-

tivities, to cases where the tendency, though present, seems to have been

overcome.

Assessing the Evidence

Eight development e�orts have aimed at producing A1 systems or DoD

systems intended to meet the A1 requirements. The information about

these development e�orts that formed the base of evidence suggesting and

supporting the thesis stated above can be outlined as follows:

1. Blacker

(a) General references: [Wei92].

(b) References bearing on dissociation tendency: [Wei93] (see ap-

pendix D), [FH93].

(c) Remark: [Wei93] has a strong general bearing on the concerns of

this section.

2. Boeing secure LAN

(a) General references: [NSA93a, pp. 4-162{4-163], [Sch85], [NCS91a].
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(b) References bearing on dissociation tendency: None.

3. DEC A1 prototype

(a) General references: [KZB+90].

(b) References bearing on dissociation tendency: [Lip93].

4. GEMSOS

(a) General references: [NSA93a, pp. 4-42{4-43], [LPS89], [LTP90],

[STH85].

(b) References bearing on dissociation tendency: [LPS89], [LTP90],

[STH85], [Sch93b].

5. LOCK

(a) General references: [Boe88], [Cou91, pp. 251{252], [HKMY86],

[HY86].

(b) References bearing on dissociation tendency: [Hai93].

6. Multinet Gateway

(a) General references: [BDF+86], [CGR93a, CGR93b].

(b) References bearing on dissociation tendency: [CGR93a, CGR93b].

7. SACDIN

(a) General references: [ITT78].

(b) References bearing on dissociation tendency: None.

8. SCOMP

(a) General references: [CSE83a], [NSA93a, pp. 4-53{4-54], [Fra83],

[NCS85a].

(b) References bearing on dissociation tendency: [Bon93b], [Har93c],

[Har93b], [Sch89], [Sch93a], [Sch93b].

(c) Remarks:

i. [Sch93b] gives SCOMP as an example of a case where design

veri�cation worked well, but the other references cited under

(b) tend to show that a very high degree of dissociation was

present in the SCOMP development.
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ii. [Bon93b] suggests a way of resolving the evidentiary con-


ict noted in (2): Roger Schell's direct experience with the

project stemmed primarily from the KSOS 6 phase of the

development, not the later construction of a general purpose

operating system.

Evidence was too slight to support a well grounded judgment relevant to

the thesis stated at the beginning of this section in the case of the following

development e�orts: Boeing secure LAN, Multinet Gateway, and SACDIN.

The SCOMP development was judged to have involved a high degree

of dissociation. Although less information about the DEC A1 prototype

is available than in the case of SCOMP, the degree of dissociation present

seemed to fall somewhere between the middle and high end of the range.

A noticeable tendency toward dissociation was found in the LOCK e�ort,

but this was recognized by the developers and considerable e�ort was put

into overcoming it. In the case of Blacker, the developers were strongly

aware of the possibility of dissociation, took steps to forestall and combat

it, and seem largely to have succeeded. A similar judgment appears fair in

the case of GEMSOS.

In summary, the evidence in hand is su�cient to conclude tentatively

that the thesis of this section is correct. The remainder of the section

attempts to explain why the tendency for design veri�cation activities to

become dissociated from system construction exists.

Explaining the phenomenon

The dissociation tendency seems arise partly due to a kind of cultural clash

between those primarily concerned with design veri�cation and those pri-

marily engaged in actual system construction. A second contributing factor

is the existing structure of managerial values, procedures, and institutional

structures into which design veri�cation is injected in attempts to meet the

A1 requirements.

The general idea behind design veri�cation is that getting very clear

about what needs doing will be helpful in getting it done correctly. This is

very plausible considered relative to a single individual and fairly plausible in

the case of an organization where people in the organization share a common

body of concepts and goals and communicate in a common language. Even

in the latter case, however, an organization| e.g., a military organization|

may have to put sustained e�ort into fostering communication between those
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involved in planning and those at the sharp end, if the potential bene�ts of

clear planning are to be realized.

These factors are often lacking in the case of design veri�cation. Due to

their di�ering backgrounds, project members working with formal methods

as part of the design veri�cation process and project members engaged in

writing code are likely to lack a common body of concepts, have di�ering

goals, and not share a language adequate to express what they need to say

to each other, if they are to cooperate e�ectively. Beyond this, as [Tie92,

p. 259] observes, referring to [Qui91]:

A development process centered on formal methods pushes its

costs upstream: the speci�cation and design stages cost more,

while maintenance costs are presumably reduced. Indeed, this

very change of emphasis from downstream to upstream is one

of the major promised bene�ts of formal methods, for they are

better able to catch those ambiguities of speci�cation which be-

come increasingly costly to correct the further down the lifecycle

the software goes. However, there is a snag. For this bene�t to

be felt, client organizations must change the way projects are

budgeted for. As Quintas has pointed out, budgeting for for-

mal methods runs against normal practice. The Project Man-

agers responsible for commissioning or building software are not

normally the same people | and sometimes not even the same

departments | responsible for maintaining the software later.

On this account, Project Managers in client organizations have

a problem justifying the higher initial costs of formal methods

developments, when the bene�ts are are di�cult to assess in

advance, and anyway, they probably fall into somebody else's

patch.

This does not bode well for the chances of putting in the time and e�ort

necessary to foster communication between project members working on

design veri�cation and those engaged writing code.51

a

51 It is worth pointing out that Roger Schell expressed very strong agreement with the

ideas of the passage just quoted [Sch93b]. [CGR93a, CGR93b] contains information on the

Multinet Gateway that may be relevant to these ideas, but, although the survey reported
asked about the cost of formal methods use to the project, it did not ask speci�cally about

their e�ect on the longitudinal pro�le of system cost.
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18 Proof Requirements and Endorsed Tools

According to the A1 proof requirements, veri�cation evidence showing that

the formal top level speci�cation is consistent with the formal security policy

model must be \consistent with that provided within the state-of-the-art of

the particular National Computer Security Center-endorsed formal speci�-

cation and veri�cation system used" [NCS85b, pp. 50{51]. The e�ect of

this is to make the Endorsed Tools List [NSA93a, pp. 4-191{4-197] part of

the A1 proof requirements' de�nition.

One would expect from this that populating the Endorsed Tools List

(ETL) must have been one of the Center's initial concerns, and interview

evidence bears this out. But there is strong evidence that really satisfactory

tools were never produced [Goo93], [Har93c], [Sch93a], [Sch93b], [LTP90].

The de�ciencies of the tools that were built and placed on the ETL have

two aspects: (1) the tools available simply are not up to production quality

standards, and (2) little seems to have been done to enhance tools in ways

required in order to deal with the assurance requirements of levels beyond

A1. It is clear that aspect (1) has had a negative impact on past and current

projects aimed at building A1 systems. Aspect (2) is noteworthy for two

additional reasons. First, according to [CSE85c, tables 5 and 7], systems sat-

isfying requirements more stringent than those of the A1 level are necessary

for a full solution of the multilevel security problem. Second, the discussion

of section 17 tends toward the conclusion that, in general, the degree of

assurance provided by design veri�cation may have been overestimated.
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19 Historiographic Questions

Clio, muse of history, fascinates and frustrates. Appropriately, so does the

attempt to apply existing analytical historical models to the subject matter

of this report.

Using the term \anomaly" in the general sense derived from the usage of

[Kuh62] by [Con80b, chapter 1], it is fair to say that the work on computer

security ultimately resulting in the creation of the Center and the Orange

Book was driven by recognition of an anomaly. But recognition of this

anomaly involved realizing that time-sharing systems, as they had evolved

by 1967 and seemed likely to evolve in the absence of intervention by the

defense community, would fail in the context of the existing institutional

practices for handling sensitive information. Consequently, the anomaly in

question was not a presumptive anomaly in the sense de�ned in [Con80b,

chapter 1], because recognition of a presumptive anomaly must be due to sci-

enti�cally based realization that an existing technology will fail, or perform

unacceptably, in unrealized, but speci�able and possible, circumstances. Nor

was the anomaly a case of functional failure or technological co-evolution,

in the sense of these terms intended in [Con80b]. Furthermore, in a fairly

straightforward sense, the techniques devised with the aim of producing a

technology that would resolve the computer security anomaly were aimed at

building into the relevant artifacts | operating systems | the institutional

practices that were the basis for recognizing the anomaly in the �rst place.

There does not seem to be an analytical historical model that covers the

situation described in the preceding paragraph.

Also, [Con80b, p. 275, note 33] begins by stating roundly:

The individual does not design a new \tradition" [of techno-

logical practice]; he designs a new device. He may be fully aware

that his device is di�erent from the conventional system, but his

goal is a thing, not a tradition of practice.

But what went on in the case of computer security looks very much like an

e�ort to design a new tradition of practice and, certainly, became such an

e�ort by the time Walker got the DoD Computer Security Initiative up and

going.

Colleagues have suggested that the approach to studying technology

found in [BHP87], particularly in the papers [Hug87], [Law87], and the ideas
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of [Hug83] may be appropriate for analyzing the history the DoD Computer

Security Initiative and Walker's role in it. Certainly, Charles Stark Draper,

chief progatonist of [Mac90] | which developed from [Mac87], one of the

contributions to [BHP87] | is a better analog of Stephen T. Walker than

is, say, Frank Whittle, \the" inventor of the turbojet engine and a central

�gure in [Con80b].

Walter Vincenti's account of engineering espitemology, given in [Vin90,

chapters 7 and 8], applies tolerably well to the case of trusted computer

systems, as far as design of particular systems is concerned, but there is a

glaring exception | numerical methods do not, and, probably cannot, play

the kind of role in software engineering that Vincenti documents in the case

of aeronautical engineering and, no doubt, can be documented for other

areas of engineering not aimed at producing computer systems. The reason

for the \cannot" is essentially the one Dijkstra [Dij82, passim] and Parnas

[Par85] have emphasized: software is discrete. So, for example, talk about a

model of software behavior's being \correct as a �rst order approximation"

is, at best, metaphorical, and, further, the method of paramater variation,

prominently discussed by Vincenti [Vin90, chapter 5], is inapplicable.

These features both account for the yen for proofs that seems to be char-

acteristic of software engineering, as opposed to other kinds of engineering,

and, also, show why the software veri�cation enterprise is inherently prob-

lematic. Testing can't provide the same kind of assurance it furnishes in

other branches of engineering, so proofs are very desirable. But proofs re-

quire idealized models, and we have no satisfactory way of expressing the

inevitable question of how well the models describe what is actually being

built, let alone having satisfactory ways of answering it.
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A Summary of Evaluation Criteria Classes, from

the Orange Book, pp. 93{94

The classes of systems recognized under the trusted computer system eval-

uation criteria are as follows. They are presented in the order of increasing

desirability from a computer security point of view.

Class (D): Minimal Protection

This class is reserved for those systems that have been evaluated but

that fail to meet the requirements for a higher evaluation class.

Clas (C1): Discretionary Security Protection

The Trusted Computing Base (TCB) of a class (C1) system nominally

satis�es the discretionary security requirements by providing separation of

users and data. It incorporates some form of credible controls capable of

enforcing access limitations on an individual basis, i.e., ostensibly suitable

for allowing users to be able to protect project or private information and

to keep other users from accidentally reading or destroying their data. The

class (C1) environment is expected to be one of cooperating users processing

data at the same level(s) of sensitivity.

Class (C2): Controlled Access Protection

Systems in this class enforce a more �nely grained discretionary access

control than (C1) systems, making users individually accountable for their

actions through login procedures, auditing of security-relevant events, and

resource isolation.

Class (B1): Labeled Security Protection

Class (B1) systems require all the features required for class (C2). In ad-

dition, an informal statement of the security policy model, data labeling, and

mandatory access control over named subjects and objects must be present.

The capability must exist for accurately labeling exported information. Any


aws identi�ed by testing must be removed.
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Class (B2): Structured Protection

In class (B2) systems, the TCB is based on a clearly de�ned and doc-

umented formal security policy model that requires the discretionary and

mandatory access control enforcement found in class (B1) systems to be ex-

tended to all subjects and objects in the ADP system. In addition, covert

channels are addressed. The TCB must must be carefully structured into

protection-critical and non-protection-critical elements. The TCB interface

is well-de�ned and the TCB design and implementation enable it to be sub-

jected to more thorough testing and more complete review. Authentication

mechanisms are strengthened, trusted facility management is provided in

the form of support for system administrator and operator functions, and

stringent con�guration management controls are imposed. The system is

relatively resistant to penetration.

Class (B3): Security Domains

The class (B3) TCB must satisfy the reference monitor requirements

that it mediate all accesses of subjects to objects, be tamperproof, and be

small enough to be subjected to analysis and tests. To this end, the TCB

is structured to exclude code not essential to security policy enforcement,

with signi�cant system engineering during TCB design and implementation

directed toward minimizing its complexity. A security administrator is sup-

ported, audit mechanisms are expanded to signal security-relevant events,

and system recovery procedures are required. The system is highy resistant

to penetration.

Class (A1): Veri�ed Design

Systems in class (A1) are functionally equivalent to those in class (B3) in

that no additional architectural features or policy requirements are added.

The distinguishing feature of systems in this class is the analysis derived

from formal design speci�cation and veri�cation techniques and the result-

ing high degree of assurance that the TCB is correctly implemented. This

assurance is development in nature, starting with a formal model of the se-

curity policy and a formal top-level speci�cation (FTLS) of the design. In

keeping with the extensive design and development analysis of the TCB re-

quired of systems in class (A1), more stringent con�guration management is

required and procedures are established for securely distributing the system

to sites. A system security administrator is supported.
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B The Center's Publications

This appendix breaks the Center's publications down into three main cat-

egories. Subsection B.1 deals with �nal evaluation reports, subsection B.2

covers the Rainbow Series, and subsection B.3 lists kinds of publications

not incuded under the other two heads. The discussion is based mainly on

[NSA93b] and [NSA93a].

B.1 Final Evaluation Reports

Table 1 shows the number of �nal evaluation reports published by the Center

for the years 1985{1992. The data aggregated in the table are drawn from

[NSA93b, pp. 10{13] and [NSA93a, pp. 4-1{4-199].52

1984 1985 1986 1987 1988 1989 1990 1991 1992 Total

2 3 7 8 10 10 8 8 7 63

Table 1: Final evaluation reports published by year. Mean = 7 reports/year,

median = 8 reports/year, mode = 8 reports/year.

B.2 The Rainbow Series

The members of the Rainbow Series are especially prominent among the

Center's publications. Listed in order of publication, they are [NSA93b,

pp. 1{4]:53

(1) Password Management Guidelines [CSE85b],

(2) Guidance for Applying the DoD Trusted Computer System Evaluation

Criteria in Speci�c Environments [CSE85a],
a

52Dates of reports listed in [NSA93b, pp. 10{13] were inferred from document numbers

| e.g., CSC-EPL-92/002, DEMAX Software Incorporated SECUREPAK 3.2, p. 13, was

assigned 1992 as its date, in accordance with [Ano93a].
53The following rules were used in dating the members of the Rainbow Series and

constructing the list. In cases where there was a con
ict between the cover date and the

internal date, the internal date was assigned to the document. If there was no such con
ict

but one date was more speci�c than the other, the more speci�c date was assigned. If the

internal and external dates were the same, documents were ordered according to document

number.
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(3) Technical Rationale Behind CSC-STD-003-85: Computer Security

Requirements [CSE85c],

(4) Trusted Computer System Evaluation Criteria [NCS85b],

(5) Advisory Memorandum on O�ce Automation Security Guideline

[NMT87],

(6) A Guide to Understanding Audit in Trusted Systems [NCS87a],

(7) Trusted Network Interpretation [NCS87c],

(8) A Guide to Understanding Discretionary Access Control in Trusted

Systems [NCS87b],

(9) A Guide to Understanding Con�guration Management in Trusted

Systems [NCS88c],

(10) Computer Security Subsystem Interpretation of the Trusted Computer

System Evaluation Criteria [NCS88a],

(11) A Guide to Understanding Design Documentation in Trusted Systems

[NCS88d],

(12) Glossary of Computer Security Terms [NCS88b],

(13) A Guide to Understanding Trusted Distribution in Trusted Systems

[NCS88e],

(14) Guidelines for Formal Veri�cation Systems [NCS89b],

(15) Rating Maintenance Phase Program Document [NCS89c],

(16) Trusted UNIX Working Group (TRUSIX) Rationale for Selecting

Access Control List Features for the UNIX� System [NCS89d],

(17) A Guide to Understanding Trusted Facility Management [NCS89a],

(18) Trusted Product Evaluations | Guide for Vendors [NCS90b],

(19) Trusted Network Interpretation Environments Guideline [NCS90a],

(20) Trusted Database Management System Interpretation [NCS91f],

(21) A Guide to Understanding Identi�cation and Authentication in

Trusted Systems [NCS91c],

(22) A Guide to Understanding Data Remanence in Automated

Information Systems [NCS91b],

(23) A Guide to Writing the Security Features User's Guide for Trusted

Systems [NCS91e],

(24) A Guide to Understanding Trusted Recovery in Trusted Systems

[NCS91d],

(25) Trusted Product Evaluation Questionnaire [NCS92g],

(26) A Guide to Understanding Information System Security O�cer

Responsibilities for Automated Information Systems [NCS92c],

(27) Assessing Controlled Access Protection [NCS92a],

(28) A Guide to Understanding Object Reuse in Trusted Systems
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[NCS92d],

(29) A Guide to Understanding Security Modeling in Trusted Systems

[NCS92e],

(30) Guidelines for Writing Trusted Facility Manuals [NCS92f], and

(31) A Guide to Procurement of Trusted Systems: An Introduction to

Procurement Initiators on Computer Security Requirements

[NCS92b].

Inspection of the preceding list shows that the Center published an average

of about four members of the Rainbow Series per year from 1985 through

1993,54 with a maximum production of seven members in 1992.

The cover colors of the documents in the Rainbow Series mean nothing

[Ano93c], but the document numbers give a rough indication of the order

in which the writing projects that produced the documents were begun

[Ano93a]. The process was like getting the schedules needed in \doing your

income tax" [Ano93a] | when the need for a document was felt, a number

was assigned and the writing task was initiated. For these reasons, it is

worth listing the members of the Series document number order:55

(1) Trusted Computer System Evaluation Criteria [NCS85b],

(2) Password Management Guidelines [CSE85b],

(3) Guidance for Applying the DoD Trusted Computer System Evaluation

Criteria in Speci�c Environments [CSE85a],

(4) Technical Rationale Behind CSC-STD-003-85: Computer Security

Requirements [CSE85c],

(5) Advisory Memorandum on O�ce Automation Security Guideline,

[NMT87],

(6) A Guide to Understanding Audit in Trusted Systems [NCS87a],

(7) Trusted Product Evaluations | Guide for Vendors [NCS90b],

(8) A Guide to Understanding Discretionary Access Control in Trusted

Systems [NCS87b],

(9) Glossary of Computer Security Terms [NCS88b],

(10) Trusted Network Interpretation [NCS87c],

(11) A Guide to Understanding Con�guration Management in Trusted

Systems [NCS88c],
a

54The mean is 3.875 documents/year, and the median and mode are both 4 docu-

ments/year, with modal production occurring in 1985, 1987, and 1989.
55The document numbers are given in the report's reference list. There are gaps in

the numbering, because, for various reasons, some of the writing e�orts were abandoned

[Ano93a]. The Orange Book is, of course, listed �rst, document numbers nonwithstanding.
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(12) A Guide to Understanding Design Documentation in Trusted Systems

[NCS88d],

(13) A Guide to Understanding Trusted Distribution in Trusted Systems

[NCS88e],

(14) Computer Security Subsystem Interpretation of the Trusted Computer

System Evaluation Criteria [NCS88a],

(15) A Guide to Understanding Security Modeling in Trusted Systems

[NCS92e],

(16) Trusted Network Interpretation Environments Guideline [NCS90a],

(17) Rating Maintenance Phase Program Document [NCS89c],

(18) Guidelines for Formal Veri�cation Systems [NCS89b],

(19) A Guide to Understanding Trusted Facility Management [NCS89a],

(20) Guidelines for Writing Trusted Facility Manuals [NCS92f],

(21) A Guide to Understanding Identi�cation and Authentication in

Trusted Systems [NCS91c],

(22) A Guide to Understanding Object Reuse in Trusted Systems

[NCS92d],

(23) Trusted Product Evaluation Questionnaire [NCS92g],

(24) Trusted UNIX Working Group (TRUSIX) Rationale for Selecting

Access Control List Features for the UNIX� System [NCS89d],

(25) Trusted Database Management System Interpretation [NCS91f],

(26) A Guide to Understanding Trusted Recovery in Trusted Systems

[NCS91d],

(27) A Guide to Procurement of Trusted Systems: An Introduction to

Procurement Initiators on Computer Security Requirements

[NCS92b],

(28) A Guide to Understanding Data Remanence in Automated

Information Systems [NCS91b],

(29) A Guide to Writing the Security Features User's Guide for Trusted

Systems [NCS91e],

(30) A Guide to Understanding Information System Security O�cer

Responsibilities for Automated Information Systems [NCS92c], and

(31) Assessing Controlled Access Protection [NCS92a].

The members of the Rainbow Series can be grouped into three func-

tional categories | criterial documents, advisory documents, and explana-

tory documents.56

a

56Construction of this scheme was informed by [Ano93a], but I devised and named

the categories and parceled out the documents among them. So this way of classifying
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Criterial documents include the Orange Book and interpretations that

adapt the Orange Book criteria to products other than operating systems,

together with [NCS89c]:

(1) Trusted Computer System Evaluation Criteria [NCS85b],

(2) Trusted Network Interpretation [NCS87c],

(3) Computer Security Subsystem Interpretation of the Trusted Computer

System Evaluation Criteria [NCS88a],

(4) Rating Maintenance Phase Program Document [NCS89c], and

(5) Trusted Database Management System Interpretation [NCS91f].

Advisory documents contain advice on how to do various things:

(1) Password Management Guidelines [CSE85b],

(2) Guidance for Applying the DoD Trusted Computer System Evaluation

Criteria in Speci�c Environments [CSE85a],

(3) Technical Rationale Behind CSC-STD-003-85: Computer Security

Requirements [CSE85c],

(4) Advisory Memorandum on O�ce Automation Security Guideline

[NMT87],

(5) Guidelines for Formal Veri�cation Systems [NCS89b],

(6) Trusted UNIX Working Group (TRUSIX) Rationale for Selecting

Access Control List Features for the UNIX� System [NCS89d],

(7) Trusted Product Evaluations | Guide for Vendors [NCS90b],

(8) Trusted Network Interpretation Environments Guideline [NCS90a],

(9) A Guide to Writing the Security Features User's Guide for Trusted

Systems [NCS91e],

(10) Trusted Product Evaluation Questionnaire [NCS92g],

(11) Guidelines for Writing Trusted Facility Manuals [NCS92f], and

(12) A Guide to Procurement of Trusted Systems: An Introduction to

Procurement Initiators on Computer Security Requirements

[NCS92b].

Explanatory documents provide expository treatments of technical

matters:

(1) A Guide to Understanding Audit in Trusted Systems [NCS87a],

(2) A Guide to Understanding Discretionary Access Control in Trusted

Systems [NCS87b],

(3) A Guide to Understanding Con�guration Management in Trusted

Systems [NCS88c],
a

members of the Rainbow series has no o�cial standing.
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(4) A Guide to Understanding Design Documentation in Trusted Systems

[NCS88d],

(5) Glossary of Computer Security Terms [NCS88b],

(6) A Guide to Understanding Trusted Distribution in Trusted Systems

[NCS88e],

(7) A Guide to Understanding Trusted Facility Management [NCS89a],

(8) A Guide to Understanding Identi�cation and Authentication in

Trusted Systems [NCS91c],

(9) A Guide to Understanding Data Remanence in Automated Information

Systems [NCS91b],

(10) A Guide to Understanding Trusted Recovery in Trusted Systems

[NCS91d],

(11) A Guide to Understanding Information System Security O�cer

Responsibilities for Automated Information Systems [NCS92c],

(12) Assessing Controlled Access Protection [NCS92a],

(13) A Guide to Understanding Object Reuse in Trusted Systems

[NCS92d], and

(14) A Guide to Understanding Security Modeling in Trusted Systems

[NCS92e].

B.3 Other Publications

The Center also publishes technical reports, computer security awareness

materials, computer security posters, and videotapes [NSA93b] and prepares

the Evaluated Products List [NSA93a, pp. 4-1{4-199].
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C Products Evaluated by the Center

This appendix analyzes aggregate data on products evaluated by the Center,

relying primariy on data drawn from the Evaluated Products List.

Table 2 is a key to abbreviations for kinds of EPL product entries.57

These abbreviations are used in the EPL itself and in the other tables of

this appendix.

PB: Product Bulletin EPL entry.

OS: Operating System EPL entry.

AO: Ad-on EPL entry.

SS: Subsystem EPL entry.

N: Network EPL entry.

CMW: Compartmented Mode Workstation EPL entry.

DB: Database EPL entry.

RAMP: Rating Maintenance Phase EPL entry.

Table 2: Kinds of Evaluated Products List product entries.

It should be reasonably clear what OS's, N's, and DB's cover, but the

other kinds of EPL entries require explanation, which, in turn, presupposes

an account of the Center's Trusted Product Evaluation Program (TPEP)

[NSA93a, pp. 4-34{4-35].

The TPEP includes four evaluation phases | Vendor Assistance Phase

(VAP), Design Analysis Phase (DAP), Formal Evaluation (FE), and Rating

Maintenance Phase (RAMP).58

VAP [NSA93a, p. 4-34]:
a

57 The phrase \EPL product entries" may look redundant, but it's not. Besides product

entries, the Evaluated Products List contains a section titled \Publications Issued by the

Standards, Criteria and Guidelines Division" [NSA93a, pp. 4-188{4-190], the Endorsed

Tools List [NSA93a, pp. 4-191{4-197], and a section on Dockmaster [NSA93a, pp. 4-198{

4-199], \The National Computer Security Center's . . . unclassi�ed computer system . . .

established in 1985 as an Information Security Showplace" [NSA93a, pp. 4-199].
58There is also a preliminary Proposal Review Phase [NCS90b, pp. 7{16] during which

NSA's Information Systems Security Organization decides whether to devote resources to

evaluating a product and, if the decision is a�rmative, signs an appropriate legal agree-

ment with the product's vendor and assigns an evaluation team. However, the Proposal

Review Phase is not relevant to explaining what the entries of table 2 mean and will be

ignored in what follows.
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. . . is the �rst of the three phases of a typical evaluation of an

operating system, network or network component. (Subsystems

move directly into Formal Evaluation.) During VAP, the NSA

serves primarily in an advisory capacity.

� � �

During VAP the vendor completes the development of the

product, designs security test procedures, and drafts documen-

tation while the NSA ensures that the vendor's documentation

of these e�orts re
ects an understanding of trust technology and

evaluation requirements as they are articulated in the Trusted

Computer System Evaluation Criteria (TCSEC).

During DAP, the second phase of evaluation [NSA93a, p. 4-34]:

. . . the product is largely completed and the evaluation team

develops a detailed understanding of the system, its security fea-

tures and its assurances.

. . . Products in Design Analysis must become commercially

available within twelve months of the start of this phase (if not

already available).

FE is the �nal phase of evaluation, in which [NSA93a, p. 4-34]:

. . . the evaluation team analyzes and tests the implementation's

compliance with the TCSEC requirements for the candidate level

of trust (or the requirements of an appropriate interpretation

of the TCSEC, such as the Trusted Network Interpretation).

The next step of the evaluation is the generation of the Final

Evaluation Report.

Beyond this [NSA93a, pp.4-34{4-35]:

Products evaluated at all levels of trust then continue with

the Rating Maintenance Phase. The purpose of this phase is to

provide the customer with current versions of trusted products.

The e�ect of the Rating Maintenance Phase is \Limited to maintenance of

a speci�c rating . . . " [NSA93a, p. 4-32].59

a

59Originally, RAMP was available only for C1, C2, and B1 evaluation class ratings

[NCS89c, p. 3], but the requirements for B2{A1 RAMP were published electronically on

September 30, 1992 on Dockmaster's announce forum (for Dockmaster, see note 57) and

the Center is preparing to circulate the �nal draft of a revised version of [NCS89c] for
comment [Ano93d].
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It should be clear from the material of the preceding paragraph what

RAMP's are. PB's are \synopses of systems currently undergoing for-

mal evaluation" [NSA93a, p. 4-31]. It remains to explain AO's, SS's, and

CMW's.

AO's are relics of an earlier stage in the Trusted Product Evaluation

Program's development [NSA93a, p. 4-31]:

An add-on package is a facility that runs in conjunction with

a speci�c operating system and is not, by itself, a system that

performs all the functions traditionally ascribed to an operating

system. Initially, the evaluation of an add-on package did not

include a complete evaluation of the underlying operating system

for which the add-on package was designed. The evaluations

which were performed in that manner are identi�ed in the add-

on package section of [the EPL]. Evaluations of add-on systems

now include an equally thorough analysis of the security-relevant

mechanisms contained in the underlying operating system . . .

These systems are identi�ed in the operating systems section of

[the EPL].

As for SS's [NSA93a, p. 4-31]:

Subsystems are special-purpose products that can be added

to existing computer systems to increase security and implement

only a subset of the security features identi�ed in the [TCSEC].

Features we evaluate are identi�cation and authentication, au-

dit, access control, and object reuse. Subsystems are evaluated

against the Computer Security Subsystem Interpretation of the

[TCSEC]. The ratings assigned use a special nomenclature to

distinguish them from complete system ratings.

� � �

A subsystem evaluation is concerned only with the subsystem

product, and not any host system that it may support.

CMW's are unique, in that they stem from evaluations based jointly

on the Orange Book and the Defense Intelligence Agency's Security Re-

quirements for System High and Compartmented Mode Workstations. See

[NSA93a, p. 4-166] for further explanation. [CSE85c, pp. 2{3] gives de�ni-

tions of system high and compartmented security modes.

With these preliminary explanations in hand, the remainder of the ap-

pendix examines the Evaluated Products List in detail.
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Table 3 shows product entries by kind and year for the January 1993

EPL [NSA93a, pp. 4-39{4-187].60

PB OS AO SS N CMW DB RAMP a Total
1984 0 1 2 0 0 0 0 0 a 3

1985 0 1 1 0 0 0 0 0 a 2

1986 0 3 0 4 0 0 0 0 a 7

1987 0 2 0 5 0 0 0 0 a 7

1988 0 4 0 7 0 0 0 0 a 11

1989 0 3 0 6 0 0 0 0 a 9

1990 0 2 0 3 1 0 0 1 a 7

1991 1 1 0 3 1 1 0 3 a 10

1992 5 4 0 3 0 0 0 2 a 14
a

Total 6 21 3 31 2 1 0 6 a 70

Table 3: Evaluated Products List product entries by kind and year.

C.1 Operating System Products Rated C1{A1

Due to the EPL's complex structure, data on operating system products

rated C1{A1 can be aggregated in several di�erent ways. Tables 4, 6, 7, 8,

and 9 are the results of applying �ve such methods of aggregation to the

data furnished by the EPL. Tables 10, 11, and 12 compare the di�erent

overviews of EPL data provided by tables 4, 6, 7, 8, and 9.

Table 4 shows operating system products by level of trust and year,

including products for which evaluation has been completed and products

in FE. The data aggregated are from the EPL Indices [NSA93a, pp. 4-3{4-

26]. Note that this data set is di�erent from the data set on which table 3

is based. Eventually, this di�erence leads to a prima facie con
ict between

the OS column total shown in table 3 and the most conservative estimate

given in this subsection of the number of operating system products rated

C1{A1. The apparent con
ict between these �gures is resolved in discussing

table 9.
a

60It may seem that the total of 63 �nal evaluation reports shown in table 1 of appendix B,

subsection B.1, should agree with the �gure 64 obtained by subtracting 6, the number of

PB's included in the January 1993 EPL, from the grand total of 70 product entries shown
in table 3. But this is not so | some reports listed in [NSA93b, pp. 10{13] refer to

products not included in the January 1993 EPL, and some entries in the January 1993

EPL do not cite a formal report and do not correspond to an entry in [NSA93b, pp. 10{13].
Hence, the proposed comparison of tables 1 and 3 is unfounded.
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C1 C2 B1 B2 B3 A1 a Total
1984 1 1 0 0 0 1 a 3

1985 0 1 0 1 0 0 a 2

1986 0 3 0 0 0 0 a 3

1987 0 2 0 0 0 0 a 2

1988 0 4 0 0 0 0 a 4

1989 0 1 2 0 0 0 a 3

1990 0 1 2 0 0 0 a 3

1991 0 1 2 2 0 0 a 5

1992 0 4 4 1 1 0 a 10
a

Total 1 18 10 4 1 1 a 35

Table 4: Operating system products by level of trust and year, including

products for which evaluation has been completed and products in Formal

Evaluation.

Table 5 shows the number of RAMP's included in the data used in

constructing table 4. The data on which table 5 is based are drawn from

the EPL Indices [NSA93a, pp. 4-3{4-26].

C1 C2 B1 B2 B3 A1 a Total
1990 0 0 1 0 0 0 a 1

1991 0 1 2 0 0 0 a 3

1992 0 0 2 0 0 0 a 2
a

Total 0 1 5 0 0 0 a 6

Table 5: Rating Maintenance Phase Evaluated Products List entries in-

cluded in data used to prepare table 4.

Table 6 is the result of removing from table 4 the e�ect of the RAMP's

included in the data on which table 4 is based. The data used in preparing

table 6 are drawn from [NSA93a, pp. 4-3{4-26, 4-171, 4-174, 4-177, 4-180,

4-183, and 4-186] and [NSA93b, pp. 10{13].

The 1991 C2 RAMP shown in table 5 stems from a product that received

its rating in 1990. Accordingly, in preparing table 6, the 1991/C2 entry of

table 4 was decremented by 1 and the 1990/C2 entry was incremented by

the same amount. The 1990 B1 RAMP shown in table 5 stems from a

product that received its rating in 1989, so the 1990/B1 entry of table 4

was decremented by 1 and the 1989/B1 entry was incremented by 1. One

of the 1991 B1 RAMP's shown in table 5 traces back to the 1989 product
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rating mentioned in the preceding sentence, and the other 1991 B1 RAMP

and both 1992 B1 RAMP's shown in table 5 originate from another product

rated B1 in 1989. Consequently, both the 1991/B1 and 1992/B1 entries of

table 4 were decremented by 2, and the 1989/B1 entry received an additional

increment of 1.

C1 C2 B1 B2 B3 A1 a Total
1984 1 1 0 0 0 1 a 3

1985 0 1 0 1 0 0 a 2

1986 0 3 0 0 0 0 a 3

1987 0 2 0 0 0 0 a 2

1988 0 4 0 0 0 0 a 4

1989 0 1 4 0 0 0 a 5

1990 0 2 1 0 0 0 a 3

1991 0 0 0 2 0 0 a 2

1992 0 4 2 1 1 0 a 8
a

Total 1 18 7 4 1 1 a 32

Table 6: Result of removing the e�ect of Rating Maintenance Phase Evalu-

ated Products List entries from table 4.

Table 7 shows the result of excluding EPL entries for products in FE

from the data used in preparing table 4, and table 8 shows the result of

excluding EPL entries for products in FE from the data used in preparing

table 6. The data used in constructing tables 7 and 8 are drawn from the

EPL indices [NSA93a, pp. 4-3{4-26]. In both cases, the 1991/B2 entry was

decremented by 1 and the 1992/C2 and 1992/B1 entries were decremented

by 2.

Table 9 shows the result of excluding AO's from the data used in prepar-

ing table 8. The data used in preparing table 9 are drawn from the EPL

Indices [NSA93a, pp. 4-3{4-26] and the Add-On EPL Entries section of the

EPL [NSA93a, pp. 4-107{4-113].

The di�erence between the grand total of 24 operating system products

arrived at in table 9 and the total of 21 such products shown in the OS

column of table 3 is traceable to the procedure employed in deriving table 6

from table 4. Viewed from the perspective of the data set used in preparing

table 3, [NSA93a, pp. 4-39{4-187], the overall e�ect of the procedure is to

increase the count of operating system products by 3, since the 6 RAMP's

noted in table 5 stem from 3 OS's that were present in earlier versions of

the EPL. This increase in the operating system products count carries down
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C1 C2 B1 B2 B3 A1 a Total
1984 1 1 0 0 0 1 a 3

1985 0 1 0 1 0 0 a 2

1986 0 3 0 0 0 0 a 3

1987 0 2 0 0 0 0 a 2

1988 0 4 0 0 0 0 a 4

1989 0 1 2 0 0 0 a 3

1990 0 1 2 0 0 0 a 3

1991 0 1 2 1 0 0 a 4

1992 0 2 2 1 1 0 a 6
a

Total 1 16 8 3 1 1 a 30

Table 7: Result of excluding Evaluated Products List entries for products

in Formal Evaluation from data used in preparing table 4.

C1 C2 B1 B2 B3 A1 a Total
1984 1 1 0 0 0 1 a 3

1985 0 1 0 1 0 0 a 2

1986 0 3 0 0 0 0 a 3

1987 0 2 0 0 0 0 a 2

1988 0 4 0 0 0 0 a 4

1989 0 1 4 0 0 0 a 5

1990 0 2 1 0 0 0 a 3

1991 0 0 0 1 0 0 a 1

1992 0 2 0 1 1 0 a 4
a

Total 1 16 5 3 1 1 a 27

Table 8: Result of excluding Evaluated Products List entries for products

in Formal Evaluation from data used in preparing table 6.
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C1 C2 B1 B2 B3 A1 a Total
1984 0 0 0 0 0 1 a 1

1985 0 0 0 1 0 0 a 1

1986 0 3 0 0 0 0 a 3

1987 0 2 0 0 0 0 a 2

1988 0 4 0 0 0 0 a 4

1989 0 1 4 0 0 0 a 5

1990 0 2 1 0 0 0 a 3

1991 0 0 0 1 0 0 a 1

1992 0 2 0 1 1 0 a 4
a

Total 0 14 5 3 1 1 a 24

Table 9: Result of excluding Add-on Evaluated Products List entries from

data used in preparing table 8.

through the derivation of table 9 from table 6 via table 8, thus accounting

for the di�erence between the grand total of table 9 and the OS column

total of table 3.

Table 10 compares the bottom lines of tables 4, 6, 7, 8, and 9.

C1 C2 B1 B2 B3 A1 Total

Table 4 1 18 10 4 1 1 35

Table 6 1 18 7 4 1 1 32

Table 7 1 16 8 3 1 1 30

Table 8 1 16 5 3 1 1 27

Table 9 0 14 5 3 1 1 24

Table 10: Bottom line comparison of tables 4, 6, 7, 8, and 9. Table 4 in-

cludes products in FE. Table 6 removes the e�ects of RAMP's from table 4.

Table 7 excludes products in FE from data used in preparing table 4. Ta-

ble 8 excludes products in FE from data used in preparing table 6. Table 9

excludes AO's from data used in preparing table 8.

Table 11 compares percentages of products rated at levels C1{A1 ac-

cording to tables 4, 6, 7, 8, and 9, and table 12 compares yearly averages of

operating system products evaluated derived from tables 4, 6, 7, 8, and 9.
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C1 C2 B1 B2 B3 A1 Total

Table 4 2.86 51.43 28.57 11.43 2.86 2.86 100.01

Table 6 3.13 56.25 21.88 12.50 3.13 3.13 100.02

Table 7 3.33 53.33 26.67 10.00 3.33 3.33 99.99

Table 8 3.70 59.26 18.52 11.11 3.70 3.70 99.99

Table 9 0.00 58.33 20.83 12.50 4.17 4.17 100.00

Table 11: Comparison of percentages of products rated at levels C1{A1

according to tables 4, 6, 7, 8, and 9.

Table 4 Table 6 Table 7 Table 8 Table 9

Mean 3.89 3.56 3.33 3.00 2.67

Median 3 3 3 3 3

Modes 3 2,3 3 3 1

Modal Years 84,86,89,90 2:85,87,91 84,86,89,90 84,86,90 84,85,91

3:84,86,90

Table 12: Comparison of yearly averages of operating system products eval-

uated derived from tables 4, 6, 7, 8, and 9.

C.2 Other Products

Table 13 shows other products rated C1{A1, including those for which eval-

uation has been completed and those in FE. The data used in preparing

table 13 are from the EPL Indices [NSA93a, pp. 4-3{4-26].

Table 14 shows products in VAP and DAP. The data used in preparing

table 14 are from the EPL Indices [NSA93a, pp. 4-3{4-26].
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C1 C2 B1 B2 B3 A1 a Total
N 1990 0 0 0 1 0 0 a 1

1991 0 0 0 0 0 1 a 1

1992 0 0 0 0 0 1 a 1

CMW 1991 0 0 1 0 0 0 a 1
a

Total 0 0 1 1 0 2 a 4

Table 13: Other products rated C1{A1, including those for which evaluation

has been completed and those in Formal Evaluation. The 1990 N, 1991 N,

and 1991 CMW entries are for completed evaluations, and the 1992 N entry

is for a product in FE.

N/A TBD C B A a Total
OS 0 10 1 3 0 a 14

N 0 2 0 2 1 a 5

CMW 0 1 0 3 0 a 4

DB 1 0 2 1 0 a 4
a

Total 1 13 3 9 1 a 27

Table 14: Products in Vendor Assistance Phase and Design Analysis Phase.

N/A: Not Applicable. TBD: To Be Determined. VAP �gures are in italics.

DAP �gures are in boldface. Dates for entering VAP range from September

5, 1990 through September 18, 1992. Dates for entering DAP range from

June 1, 1989 through November 10, 1992.
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D Learning to Do It Right | From Autodin II

to Blacker

The following query, part of an e�ort to test the thesis of section 17, was

sent to Clark Weissman on December 10, 1993, together with a description

of the research on which this report is based [Pot93a]:

Both documentary evidence (Marv Schaefer's paper \Sym-

bol Security Condition Considered Harmful")61 and interview

evidence indicate that the design veri�cation activities required

at the A1 level tend to become dissociated from system construc-

tion. This tendency manifests itself in varying degrees, from an

extreme where design veri�cation is essentially epiphenomenal

(the veri�cation activity proceeds and so does system construc-

tion, but the former has little or no in
uence on the latter),

through intermediate cases where the design and veri�cation

group and the system construction group drift apart, despite

strong e�orts to integrate their activities, to cases where the

tendency seems to have been overcome.

I would appreciate it if you could tell me where, according to

your experience, the Blacker development falls within the range

of possibilities suggested in the preceding paragraph. (As I un-

derstand it, though not a commercial product, the system was

intended to satisfy the A1 requirements.) I am particularly in-

terested in the following points. (1) Did the tendency toward

dissociation manifest itself? If so: (2) How? (3) Why, in your

opinion? (4) What was done to combat it? (5) How successful

were the e�orts to combat it?

Weissman replied on December 10 [Wei93]:

First, some preamble.

System Development Corporation (SDC) invented the For-

mal Development Methodology (FDM) over a 10 year period

prior to and including Blacker. It was matured on a number

of earlier systems { Autodin II, KVM (Marv Schaefer used to
a

61Note written December 19, 1993: See [Sch89].
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work for me at SDC), DTI's HUB, internal R&D projects, and

Blacker. During the earlier e�orts, we explored di�erent blends

of software and trust engineering | independent teams on each

thread, integrated teams, and places in between. In Autodin II,62

we gave courses to Ford Aerospace (now Loral) programmers on

FDM who then wrote the formal specs and code. We and they

found that a failure. The �eld of formal notations and mathe-

matical formalism was new and most programmers unaware of

its properties. The Ford programmers behaved just like SDC

programmers and used the Ina Jo State Description language

just as they used Jovial or Algol programming languages. They

had great di�culty with existential quanti�ers, with precision in

the state space and all predicates needed. [Dijkstra] is known

for saying that . . . programming is too di�cult for most of the

professionals.63 We saw exactly that. The formal specs were like

code, not math and impossible to comprehend, let alone prove.

So [the] \throwing it (formal specs) over the wall" method failed.

Next we tried doing it ourselves with skilled mathematicians

on the HUB,64 a proprietary kernel of a real-time operating sys-

tem for a 1970's style communications processor for the Defense

Communication Agency (now DISA). That was not a success

even though we did complete and prove the specs because of

your \dissociation" of teams. The FTLS and DTLS-Code were

in a race to �nish, and code won. As is typical in large program-

ming jobs, the code deviated from the DTLS and the DTLS was

not updated. In the end, the FTLS was being developed from

the code, a terrible form of \re-engineering." Lesson learned

there was that even smart people on both threads | FTLS &

DTLS-Code | didn't make for good development.

On KVM65 we integrated the team and succeeded. The prob-

lems were real | new constructs were needed in the FDM tools
a

62Author's note: For information on Autodin II, see [Wal82], [Lan83, Appendix A], and

[Jel85, pp. III-84{III-91]. According to [Lan83, Appendix A], \There were many problems
in its development, including a court �ght over the de�nition of `formal speci�cation'."

This court action, rather than the suit �led over VIPER [Mac91], seems to be the �rst

instance in which a disagreement about formal methods has led to litigation.
63Author's note: Ellipsis in original.
64Author's note: See [Lan83, Appendix A].
65Author's note: See [Lan83, Appendix A].
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(which were being developed concurrently), parts of the KVM

architecture were new security approaches | virtualization |

and it was just hard to think trust. We had a great team, today's

leaders in the �eld scattered now in many companies. The key to

success was doing it right, not just doing it. We had the luxury

of a DARPA R&D contract and not a �xed-price contract, as we

�nd in today's market.

Now when Blacker began its A1 trek in 1984, there was much

experience in the SDC team in both the formal and design as-

pects (the �nal Blacker was based on 10 years of earlier R&D

on cryptographic applications to packet communications.) The

government also had great knowledge, experience, and desire to

achieve A1. Blacker attained A1 evaluation in 1991. [Here are]

my answers to your questions.

Q0. Where does Blacker fall . . . ?

A0. Blacker development was close to the fully integrated

side of the spectrum, but not all the way. There was a distinct

formal group and a more traditional software engineering group.

However, the two groups worked quite closely as noted below.

Q1. Tendency toward dissociation . . . ?

A1. Yes

Q2. How? Q3. Why?

A2. & 3. Schedule pressures tended to force development

forward unmercifully following the NSA NACSMs, a DOD-STD

2167A like \waterfall" development model, whereas the trust de-

velopment was closer to the Spiral Model of Barry Boehm [\A

Spiral Model of Software Development and Enhancement", Soft-

ware Engineering Notes, ACM, Vol 11, No.4, pp. 14{24, 1986].66

For example, proofs of [the] FTLS (or unproofs actually) would

require redesign iteration; code correspondence problems would

require DTLS & FTLS changes, Penetration Testing discovered


aws and covert channel analysis (CCA) leaks would spiral de-

sign back to a�ect [the] FTLS, etc. Like falling dominos, each

forward step would require some retreat. It was primarily the A1

security requirements that forced these iterations, and the teams
a

66Author's note: Citation and enclosing square brackets in original. Included in this
document's references as [Boe86].
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would be stressed as management pushed for more progress on

deliverables.

Q4. What done to combat?

A4. There were many questions raised as to the worth of all

the formalism, i.e., A1 vs B3; even suggestions that an A0 class

be invented that had formal specs but no proofs. But many de-

sign examples [were] experienced to show that the need to prove

the specs forced \due diligence" on the whole process and on

team members to eliminate errors and security 
aws. Many sub-

tle design [weaknesses] were �rst uncovered by the proof process.

From the beginning, all players on both contractor and govern-

ment sides were experienced, and the focus was on an A1 secure

system. A rigorous and detailed plan was developed with ade-

quate resources and time to do the job. We even built in 2.5

iterations [a la] the spiral model into all deliverables. For the

programmers, classes were held on the formal process, the Ina

Jo language, the FDM tool suite, etc. not to force them to write

formal specs | we learned from Autodin II | but to enable

them to read the formal specs and understand the design from a

security perspective. This was a key to doing it right. The for-

mal team was trained on the programming tools and methods.

In fact a common development environment was mutually agreed

upon to use SUN workstations and Unix servers for Con�gura-

tion Management and documentation. To integrate the teams

further, the formal team was required to do quality control on

all the specs and design documentation, and later the unit code.

Many hours of burned eyeballs were spent by the formal team

reading DTLS & code and uncovering problems early. Further,

the functional security testing was built into the integration test-

ing of Computer System Con�guration Items (CSCIs). Penetra-

tion Testing was led by the security team, but included major

elements of the software development team. Documentation was

extensive and written by all Blacker sta�, and read and reviewed

by them and by [the] government. Lastly, there were many un-

usual situations that arose during the �ve years of development

that required going back to �rst security principles to arrive at

solution. We found the contractor and the government cooper-

ating at such times to �nd the best overall solution | sometimes

[the] schedule slipped, sometimes security bent, sometimes [the]
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design changed | in a trust engineering give and take.

Q5. How successful?

A5. Very. After 5 years of very detailed NCSC evaluation

of the Blacker system and security evidence, Blacker was ap-

proved for A1 application, and has served the world as an exam-

ple that it can be done. [See my paper "BLACKER: Security for

the DDN, Examples of A1 Security Engineering Trades," Proc.

IEEE Computer Society Symposium on Research in Security and

Privacy," May 1992, pp. 286-292.]67

a

67Author's note: Reference and enclosing square brackets in original. Included in this
document's references as [Wei92].
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